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Unsteady wind loading on a wall

C. J. Baker'

School of Civil Engineering, The University of Birmingham, Edgbaston, Birmingham B15 2TT, U.K.

Abstract. This paper presents an extensive analysis of unsteady wind loading data on a 18 m long and
2 m high wall in a rural environment, with the wind at a range of angles to the wall normal. The data is
firstly analyzed using standard statistical techniques (moments of probability distributions, auto- and cross-
correlations, auto- and cross-spectra etc.). The analysis is taken further using a variety of less conventiona
methods - conditional sampling, proper orthogonal decomposition and wavelet analysis. It is shown that,
even though the geometry is simple, the nature of the unsteady flow is surprisingly complex. The fluctuating
pressures on the front face of the wall are to a great extent caused by the turbulent fluctuations in the
upstream flow, and reflect the oncoming flow structures. The results further suggest that there are distinct
structures in the oncoming flow with a variety of scales, and that the second order quasi-steady approact
can predict the pressure fluctuations quite well. The fluctuating pressures on the rear face are also
influenced by the fluctuations in the oncoming turbulence, but also by unsteady fluctuations due to wake
unsteadiness. These fluctuations have a greater temporal and spatial coherence than on the front face al
the quasi-steady method over-predicts the extent of these fluctuations. Finally the results are used to chec
some assumptions made in the current UK wind loading code of practice.

Key words: unsteady loading; correlations; proper orthogonal decomposition; wavelet analysis; condi-
tional sampling; wall.

1. Introduction

One of the simplest of bluff body shapes is a two dimensional wall mounted onto a surface, and
such a configuration has often been investigated by experimenters in the past using wind tunnel
models (e.g., Letchford and Holmes 1994). However such investigations are of somewhat limited
value in terms of wind engineering because the small scale of the experiments introduces Reynolds
number effects, and the simulated wind tunnel boundary layer cannot be fully representative of
atmospheric boundary layer conditions very close to the ground. To obtain data that were not
compromised by such modelling effects, Silsoe Researsfitulle have carried out wind loading
experiments on a full scale experimental wall of variable geometry. These experiments are reported
in Robertsoret al (1996a,b, 1997). They were primarily carried out to enable time mean loading
data to be obtained for different wall geometries, for inclusion in design codes of practice, and to a
large extent the analysis that has been carried out to date has been to meet these requiremen
Robertsonet al (1997) extended this somewhat to investigate the relationship between unsteady
pressures and unsteady overall forces. In this paper the unsteady wind loading characteristics on thi
structure will be considered, firstly using standard statistical methods of analysis (moments of
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probability distributions, auto- and cross-correlations, power spectra etc) and secondly using less
standard techniques (POD, conditional sampling and wavelet analysis). It will be seen that despite
the relatively simple geometry of the situation the unsteady flow field is very complex indeed. This
paper will attempt to unravel some of these complexities. The data that will be presented will also
form a useful dataset for the validation of unsteady CFD codes using, for example, the LES
technique. If such methods are to be useful within the field of wind engineering, then there is a
need for them to be able to predict unsteady wind characteristics and loading parameters, and the
results presented here, for the simple geometric case of a two dimensional wall, should be useful ir
this respect.

The experimental details are set out in section 2. Section 3 then sets out the results of an analysi
carried out using conventional methods (moments of probability distributions, auto-correlations and cross-
correlations anghower spectra). Sections 4, 5 and 6 then present less conventional types of analysis of the
data - conditional sampling, POD (Proper Orthogonal Decomposition) and wavelet analysis respectively.
Section 7 then attempts to synthesise the results, and to arrive at a coherent description of the unstea
flow field around the wall. Finally some concluding remarks are set out in section 8.

2. The experiments

The experimental wall was constructed out of 2 m square panels, with pressure tappings at the
centre of the front and the back of the panel. These could be positioned end to end to form walls of
variable lengths. Return corners could also be added. Full details are given in Roberédon
(1996a,b, 1997). The wall was positioned at the well documented Silsoe experimental site, where
the boundary layer and turbulence characteristics have been measured over a nunelaes. of y
Details of the nature of the wind structure at that site are given in Hoxey and Richards (1992). It is
essentially a rural site with a surface roughness length of 0.01 m and a power law exponent of 0.15.
Further details of the spectral charaistess of the flow are given in Richards al (1997). The
experimental data that will be considered in this paper was obtained for one specific wall geometry
with 9 panels and no return corners, i.e., an 282m wall. Three specific datasets will be used,
with different wind directions relative to the wall. The experimental conditions for these datasets are
summarised in Table 1. The firsto of the datasets listed in Table 1 are sixty minutes in length
(i.e., 18000 data points for each velocity component and pressure tapping), whilst the third is 30
minutes in length. These were measured with a reference sonic anemometer mounted at wall height

Table 1 Experimental conditions

Direction 1.2 17.° 38.1°
U m/s 9.68 10.11 8.62
o,/U 0.283 0.237 0.254
o, /U 0.218 0.188 0.223
/U 0.092 0.085 0.089
u,/U 0.088 0.083 0.077

S 0.424 0.336 0.599
S, 0.129 0.056 0.195
Sw 0.059 0.140 0.206
S 1.183 1.003 1.319

2.02 1.85 2.04
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Fig. 1 Schematic plan view of the experimental wall (numbers represent pressure tappings)

17 m upwind of one end of the wall, with a sampling rate of 5 Hz (Fig. 1). The table gives the
mean wind speedJ, the three turbulence intensitieg, o, and g,,, the dimensionless friction
velocity u./U, the skewnesses of the three velocity component distribuions,, ands,, the
skewness of the dynamic pressusge and the ratio of the extreme wind speed to the mean wind
speedU./ U. This extreme wind speed is the 99.95th percentile for the first two datasets, and the
99.9th percntile for the third, which all correspond to the maximum 1.8s of the dataset. Wind
direction @) is specified with respect to the wall normal i.e., 0° wind direction is normal to the
wall, and 90° is parallel to the wall. Thecomponent is parallel to the mean flow direction, the
component is horizontal and perpendicular to the mean flow direction, arwd ¢benponent is in

the vertical direction. In what follows the results will be presented for 18 pressure tappings.
Tappings 1 to 9 are on the windward face of the wall, with tapping 1 at the “leading edge” for non-
normal wind directions. If is the wall height, and is the distance from the end of the wall, these
tappings are thus at a heighttof2, and at dimensionless distaneesh=0.5, 1.5, 2.5 ..... 8.5 from

the end of the wall. Tappings 10 to 18 are on the leeward face of the wall, with tapping 10 being
behind tapping 1 etc. (Fig. 1). The pressures were sampled at 5 Hz, with the static reference measure
at the anemometer position. The division of the datasets into 10 minute intervals and the calculation
of the mean and standard deviation for each interval, revealed no discernible drift in the data during
the course of the collection period.

From Table 1 it can be seen that for the three runs being considered, the first has a mean winc
direction (@) close to the wall normal (-1.2°), and the other two are at significant angles to the
normal (17.1° and 38.1°). The mean velocity in all three cases is around 10 m/s, and the three
turbulence intensities in the longitudinal, lateral and vertic@ctions and the Reynolds stress are
also similar in each case. These values are consistent with the values that would be expected over rur
terrain (ESDU 1985). The ratio of the extreme value to the mean value is around 2.0 in each case.
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Fig. 2 Characteristics of upstream wind conditions

A typical u velocity time series is shown in Fig. 2a. Perhaps the most notable features are the
discrete short duration “spikes” in the time series associated with extreme events. This results in
non-zero skewness for this velocity component (0.3 to 0.6). The skewness is however rather smallel
for the other velocity components. This skewness is also apparent in the probability distribution
functions for the wind velocity components shown in Fig. 2b, where a losgjivpotail to the
longitudinal velocity component can be discerned.

Fig. 2c shows the power spectra for the wind velocity components for the -1.2° case (although the
results for the other cases are very similar). The spectral density for each comgpnéht §,)
divided by its varianced?, o?, o) is plotted against frequendy The inertial subrange is very
clearly seen at the higher frequencies for thandv spectra. The slope of the curves at high
frequencies (above about 0.5 Hz) are close to the expected (-5/3) value. This is consistent with the
results of Richardet al (1997) for data from the same site, who identified a “power law” region
between frequencies of 0.01 to 0.5 Hz that was effectively aitteendetween a lowfrequency
region of constant spectral density and the high frequency inertial sub rangs.speetrum shows
a significant amount of energy at the higher frequencies.

3. Analysis of results by conventional methods

The mean pressure coefficient disfitions are shown in Fig. 3. These are defined by the equation

_ P—Pr

= 1
0.5pU° @)
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Fig. 4 Standard deviations of pressure coefficients

wherep is the mean surface pressupe,s the reference pressure ands the density of air. The
coefficients can be seen to be uniform for wind normal to the atl,large spanwise pressure
gradients develop for non-normal wind directions, particularly on the rear face. The mean coefficient
at the rear of the leading edge of the wall for the highest flow incidence is less than -2, and probably
results from a vigorous separated flow in that region. The pressafficient standard deviations

(o¢p In Fig. 4 broadly reflect the mean pressure distributions, with the highest values in the lee of
the wall at the highest angle of incidence. The skewnesses of Fig) Separt significantly from

zero with magnitudes of around 1 to 1.5. An examination of the individual time series of pressure
coefficients show that the largest coefficients are associated with relatively short duration peaks of
an intermittent nature and it is these peaks that lead to the high skewnesses (Fig. 6a). These peal
are similar to some degree to peaks in the upstream velocity time histories and the values of the
pressure coefficient skewnesses, at least on the windward wall, are close to the value of the
skewness of the dynamic pressure in Table 1. This is further illustrated in the pdf's of pressure
coefficient in Figs. 6b and 6c. Only values at the centre of the wal £ 4.5) on the front and the

rear are shown, but the plots for other points are very similar. It can be seen that there is a long
positive tail for the front face pressure coefficients, and a long negative tail ficrathace pressure
coefficients.

Fig. 7 shows the distributions of the the values of pressure coefficie,d. This is the
99.95th percentile for=-1.2 and 17.1, and the 99.9th percentile far=38.1°, all of which
correspond to the maximum 1.8s of the data. Again these are uniform for near normal wind
directions, but become very asymmetric for nomma directions. Very high suction values in the
lee of the leading edge can be observed at the highest angle of incidence. These extreme value
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Fig. 6 Pressure coefficient time history and probability density functiox$ lat 4.5

represent gust factors (defined as (extreme value - mean)/ standard deviation) of around 5 to 6 or
the front face and 4.5 to 5.5 on the rear face i.e., well in excess of the values of around 3 to 3.5 tha
would be expected for a Gaussian process. It is worth noting at this point that this very simple
method of extreme value analysis was used rather than the usual masticsdpti methods for a
number of reasons, the main one being that a normal extreme value analysis would require arounc
10 to 20 identical runs in stationary conditions, which is almost impossible in the full scale
situation. Also Hoxeet al. (1996) show that the use of extreme value analysis using full scale data
is fraught with difficulties because the use of data that is not absolutely stationary can result in
significant errors. The calculation of extreme values of pressure coefficient will be considered
further in section 7.

Fig. 8 shows the autocorrelation functions of pressure coefficiext lat= 4.5 on the front and
rear faces. These are defined as
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02,
Cy(t) is the instantaneous pressure coefficient at timeis a lag time and the overbar indicates
time averaging ovet. These functions fall off with lag as expected. The important thing to note
from these results is that the autocorrelations on the rear face are rather higher than on the fron
face. The results are similar at all points along the wall. Similar trends can be observed in the cross
correlation functions of Fig. 9. For pressure coefficients measured at positeongj the cross
correlation functions are defined in a similar manner to the autocorrelation functions as
c - Ca(0Cy(t+ D) @)
chiacpj

Fig. 9 shows the cross - correlation functions of the front face panels with paned/%at4.5
and the cross- correlation functions of the rear face panels with panel 14, agait=a#.5.
Together these correlation plots suggest that the general flow structure is more coherent on the rea
face than on the front face. Fig. 10 shows the correlation of front and rear face pressure coefficients
with the longitudinal velocity (i.e., with the velocity replacing one of the pressure coefficients in the
above equation. As would be expected positive correlations occur on the front face and negative
correlations on the rear face. It can be seen that on the front face the magnitude of these correlation
are greatest at low values %f h (i.e., at the end of the wall nearest the anemometer). On the rear
face the magnitudes are more nearly constant. The correlation coefficients for the pressures with the



420

1

058 | £\ 08 |
061 .x 5‘_" :x\x‘ ——a=-12° 0.6
Cc X/ A& AR eoag=170e] €
0.4 '/; A a=" 0.4 |
a A|[=-%X--a=38.1°

0.2-

0

C. J. Baker

012 3 456 7 89

x/h
(a) Front face

1

0.2
0

012 3 4 65 6 7 8 9

x/h
(b) Rear face

Fig. 9 Pressure coefficient cross-correlation functions/dt= 4.5
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Fig. 10 Pressure coefficient cross-correlations with steamwise velocity

other velocity components is much smaller (nearly always less than 0.1). It is further of interest to
note that the magnitudes of the correlations are highest at the higher wind angles, which may be
due to a flow along the face of the wall leading to increased diorelavels.

Fig. 11 shows pressure coefficient spe@gaat x/ h=4.5 on the front and the rear faces for the
highest and the lowest wind angles. The spectra are plotted in the form of an adii@nen by

S/ 0%
S,/ 0? (4)

This type of presentation allows the similarity or otherwise of the spectra to the upstream velocity
spectra to be seen clearly. Spectra at the the other points on the front and rear faces were similar t
those shown. For both wind angles the front face admittances are less than unity at low frequencies
and greater than one at the higher frequencies. This may reflect both a small degree of aliasing in the
pressure coefficient data, and also the fact that the velocity was not measured on the stagnatiol
streamline, but someway above it. At the lowerma wind angle the rear face admittances are close to
one at all frequencies but a slight fall below one can be discerned at the higher frequencies, suggestin
some attenuation of the effects of upstream turbulence by the separated wake. Fof° tbes&8tie
situation on the rear face is more complex, with a dip in the admittance values in the mid-frequency
range. At the higher wind angle there is a suggestion of a low frequency peak at around 0.02 Hz on bott
the front and the rear faces. In general these results suggest that a greater proportion of the energy in t
fluctuations on the rear of the wall is in the low frequency range than on the front of the wall.

The spectra presented in Fig. 11 are effectively calculated from the Fourier transform wbthe a
correlation of pressure coefficients. It is also possible to calculate the cross spectrum from a Fourier
transform of the cross correlation function for pressure coefficients at positamsj (S.;). This

Xep =
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Fig. 12 Normalised pressure coefficient coherence with pressure coeffici¢mhtat4.5, a = -1.2°

parameter, which is in general complex, indicates the correlation of the data across the frequency
range. Fig. 12 shows typical values of the coherence, a non-dimensional representation of the cros

spectrum given by
Sepij
COcpij = (5)
Al ScpiScpj

Values of the coherence are presented for the pressure coefficient measureméhts @6 and
2.5 with those ak/h=4.5 for the lowest wind angle only, although these are typical of all the
other data. It can be seen however that the coherence falls with frequency and, unsurprisingly, the
nearer the pressure measuring positions, the higher the magnitude. Again there can be seen to k
generally higher values on the rear face than on the front face. There is some indication of a rise in this
parameter at high frequencies, which is obscured by noise. This point will be taken up in section 6 below.
Now Newberry et al. (1973) showed that for a high rise structure, experimental values of
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Table 2 kvalues from normalised co-spectra curve fits

Direction -1.2 17.° 38.1°
Front face averagk 5.64 13.65 2.35
Rear face averade 4.06 3.65 2.84

coherence could be represented by
Cocpij = e—kfy/U (6)

wherey is the separation of the pressure tappings lamla constant. Values of the paramdter
were calculated for the wall data. The precise values that were obtained were very sensitive to the
precise nature of the curve fitting technique that was used, and there are large error bounds (aroun
+50%). This being said, Fig. 13 shows typikalalues for the lowest wind angle for values of the
coherence formed with the pressure coefficient measuredlat 4.5. It can be seen that in general
the values ok increase with @dtance from the tapping &t/ h=4.5. The values dk are higher on
the front face than on the rear, which is consistent with lower correlations on the front face. Values
range from about 2 to 10. Table 2 shows the average valuésfaf all the data that was
considered. The average rear face value is constant at around 3 to 4, whilst the front face values
vary from 2.35 to 13.65 with the greatest values being at the middle wind angle. The low front face
value at 38.1 suggests an along wall flow that causes an increase in correlations along the wall,
which is consistent with the velocity correlations of Fig. 10.
Thus in summary conventional statistical analysis of the unsteady wind loading data suggests the
following.
a) The intermittent peaks in pressure coefficient, at least on the front wall, are related to similar
peaks in the upstream wind field.
b) Very high suctions can develop in the wake of the wall at high angles of incidence.
c) The flow over the rear of the wall is temporally and spatially more coherent than over the front
of the wall, with some suggestion of low frequency oscillations when the wind is at an angle
of incidence.

4. Conditional sampling

It is clear from the above that the extreme loads on the wall are to some extent due to discrete
events, and thus it is appropriate to use the technique of conditional sampling to investigate this
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further. Such procedures have been adopted in the past by Letchford and Mehta (1993) and Kareer
(1997) amongst others. A technique similar to those used by these authors has been adopted her
Firstly discrete events were identified at a particular panel. These were defined as when the pressur
coefficient exceeded the 99th percentile value. “Events” less than two seconds apart were taken tc
be one event with the peak value being given by the greater peak. During each event the time a
which the maximum value occurred was noted. An average was then formed of the pressure
coefficients for all such events at a particular “trigger” for all paf@gls over a period of 2 seconds
either side of the maximum. Four particular trigger positions were used - extreme events at panels 1
and 5 on the front facex(h=0.5 and 4.5) and panels 10 and 14 on the rear fath=0.5 and

4.5) i.e., at the end and the centre of the front and rear faces. This process should thus reveal th
spatial and temporal extent of the discrete extreme events.

Figs. 14 and 15 show typical results of the analysis/dt= 0.5, for both the smallest and the
greatest wind angles. The front face results (Figs. 14a,b and 15a,b) show that on average sucl
events last a second or so either side of the maximum value, and spatially extend over only a shor
distance i.e., they can only be discerned at pressure taps close to the trigger. Such events can also
discerned, just, on the rear facexdth= 0.5, immediately behind the trigger location, but not at any
other position on that face. With the evenixdth= 0.5 on the rear face as the trigger (Figs. 14c,d,
Figs. 15c,d), the event lasts rather longer (up to two seconds either side of the peak), but is again o
a limited spatial extent. Such events can be observed fat 0.5 on the front of the wall for the
lowest wind angle, but at the highest wind angle the effects of these events are confined to the rea
of the wall. For events at/ h= 0.5 on both the front and rear faces a detailed inspection of the data
of Figs. 14 and 15 show that the actual events seem to take place during a period of relatively high
average pressure coefficients, i.e., the short term peak events are superimposed upon longer peric

0.6
x/h=05 w‘ﬁ“. Wh=05
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Fig. 14 Conditional sampling at front and rear wall events/at= 0.5, a = -1.2
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Fig. 16 Conditionally sampled pressure coefficient cross-correlation with coefficient at trigger location-fo?®

peaks. There is no consistent, discernible time lag between the results at the trigger position and the

results at other locations.

The streamwise velocity time histories were also conditionally sampled around the trigger events
for the conditions of Figs. 14 and 15. No short term peaks were found. This is nairsgirgince
the anemometer mast was some distance away from the pressure measuring positions, and even
the short term pressure peaks are directly related to short term gusts, there is unlikely to be a one t
one correspondence between events measured at the anemometer and those measured at the pres:
taps because the travel time between the locations is of the same order or greater than the evel
duration. Also note that the correlations between upstream velocity and pressure coefficient shown
in Fig. 10 are relatively low. This being said however the conditionally sampled velocity values
around peak pressure events are significartityva themean values thus indicating that the peaks

2 4
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(b) Event on front face, rear face coefficients
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(d) Event on rear face, rear face coefficients

Fig. 15 Conditional sampling at front and rear wall events/&t= 0.5, a = 38.1°
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occur around the peak of long duration fluctuations in wind speed.
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Table 3 Percentage of events at each trigger

Trigger -1.2 17.° 38.r
x/h=0.5 on front only 21.2 16.6 23.8
x/h= 4.5 on front only 19.6 20.0 26.1
x/h=0.5 on rear only 15 6.7 7.1
x/h=4.5 on rear only 4.5 3.3 11.9

2 triggers 33.3 36.7 14.2
3 or 4 triggers 19.7 16.6 16.6

Table 4 Length of event at each trigger

Trigger -1.2 17.° 38.r
x/h=0.5 on front 2.29 2.63 2.01
x/h=45 on front 2.63 2.51 2.23
x/h=0.5on rear 4.47 7.14 4.08
x/h=45 on rear 3.08 5.80 251

Total velocity 2.98 2.99 -

Fig. 16 shows the cross correlation functions of d@gmrhlly sampled pressures for the events
shown in Fig. 14. These curves show a rather greater level of correlation than the graphical plots of
Fig. 14 would lead one to expect, but emphasise what headgl been said, with the region of
good correlation for rear face events being greater than for front face events.

Table 3 presents some statistics of the events at the four trigger locatioesicRorvind angle a
breakdown of extreme events is shown, in terms of whether these events can be discerned at onl
one trigger location or at a number of locations. It can be seen that events on the front face are fal
more likely to occur in isolation than events on the rear face, which usually occur together with
events on the front face. About half of the events can be detected at more than one trigger location.

Table 4 shows the period of the events measured at each trigger for each wind angle. The perioc
(T) is defined as the total time for which the 99th percentile was exceeded divided by the number
of observed events, non-dimensionalised by multiplyingJbgnd dividing byh. It can be seen that
the events on the rear face last for a dimensionless time of about 4.5 on average, whilst events ol
the front face last for a dimensionless period of 2.4 on average, which is in agreement with the trend
observed in Figs. 14 and 15. A similar analysis was carried out for similar events in the upstream
total velocity record. The average length of event in this case was found to be around 3. This lends
further, if inconclusive, support to the hypothesis that the events on the front face are associated
particularly with extreme events in the upstream wind field.

Thus, in summary, the conditional sampling of extreme events indicate that peak events on the
front face are of a shorter duration than on the rear face, and are mucHikelgréo occur in
isolation. There is evidence to suggest that the front face events are caused by short duration peak
in the upstream velocity field, that occur near the peak of longer term fluctuations. On the rear face
it may be hypothesised that the rexhe events occur when these upstream events correspond with
the peaks of longer duration wake fluctuations.

5. Application of the technique of proper orthogonal decomposition

The technique of proper orthogonal decomposition (POD) has come to be applied to a number of
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wind engineering problems in recent years. A good gesmr of the funémentals of the method

are given in Holmes (1990) and Tamurtaal. (1999), who discuss the physics behind this approach

in some detail. Essentially this approach assumes that the fluctuating pressure field can be expresse
as a multiple of spatial and temporal functions as follows.

Cpo(t) = P T+ P, T+ ... ... +PT, (7)

In this equationC,(t) is the fluctuating pressure coefficief, are spatial functions and@ are
temporal functions. Making the assumptions that the spatial functions are orthogonal and the
temporal functions are uncorrelated, then the spatial functions can be shown to be the eigenvector:
of the pressure coefficient covariance matrix, and the eigenvalues of that matrix represent the mear
square of the temporal functions. The sum of the eigenvalues is equal to the sum of the variances o
the fluctuating pressure coefficients, and thus represents the total fluctuating energy. It is also
possible to write the following formulae for the relationship between the pressure coefficient
spectrumS&;, and the mode spect@;, and the pressure coefficient standard deviatignand the
eigenvalues of the covariance matrix.

Sep = PESp + P3Spp+ ... +P?Sy (8)
0%, = PIT2+P3T3+ ...... +P2T? )

The utility of this method is that it is usually found that nearly all of the fluctuating energy is
contained within the largest few modes, and thus the complete fluctuating pressure field can be
represented by a relatively small number of functions.

A POD analysis of the almost normal wind date=(-1.2°) has already been carried out by the
author and is presented in Baker (2000), as one of a number of such analyses for a variety of
structures. The purpose of that analysis was to attempt to identify particular modes with specific
flow mechanisms. This was achieved through a comparison of the measured mode shapes witt
those predicted by quasi-steady theory, and through a comparison of the modal spectra with the
spectra of the upstream components of velocity. For the vithllavnamal wind the first mode was
shown to be associated with the longitudinal velocity fluctuations, and the third mode with lateral
velocity fluctuations, although in neither case was the association perfect. No particular physical
mechanism was suggested that could be associated with the second mode, and Baker (200C
cautions against making any attempt at similar identifications for the less energetic higher modes,
because of experimental varigtly and error, and discretisation errors.

In what follows therefore we will consider the variation of mode shapes with wind angle,
concentrating on the first three modes. An analysis of the eigenvalues showed that for all wind
directions the large majority of the fluctuating energy within the flow is contained in the first three
or four modes, although there is no reason why there should be any identity between the different
modes for the different wind angles. Fig. 17 shows the mode shapes on the wall for the three wind
angles. The mode shapes at an angle of’ Bfel similar in form to those for the near normal wind
angle of -1.2 (at least on the front face) and if the latter can be assumed to be due to certain
physical mechanisms as outlinebloge, then presumably the same is the case for theefoAt a
wind angle of 38.1however, the mode shapes are rather different, particularly on the rear face. For
this wind angle the only place where the eigenvectors for mode 3 differ greatly from zero is near
the “leading edge” on the rear of the wall. This suggests that, for this angle, this mode is associatec
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Fig. 17 Eigenvectors from POD analysis

with a separation in the lee of the wall at the leading edge. This is not to say that the lateral quasi-
steady effects associated with this mode at the lower wind angles ardl reagrgficant, but may
be represented by a mode other than the third.

Fig. 18 shows the modal spectra, again plotted in an admittance form given by

_ S/T?

X+ =
Ti SJ/O.&

(10)

This format again allows a direct comparison of the modal spectra with the oncoming velocity
spectra. At the lower wind angle the admittances for modes 1 and 3 do not vary greatly from a
value of 1.0 except at the higher frequencies. Baker (2000) shows that this is consistent with these
modes being primarily caused by longitudinal and lateral upstream turbulence fluctuations. Mode 2
however shows more energy at higher frequencies than at low frequencies, with a peak at 0.5 Hz,
which corresponds to a Strouhal number basetd andh of around 0.1. Ar = 17.T the mode 1
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admittance falls off more rapidly at the higher frequencies, the mode 2 admittance is close to unity,
and the mode 3 admittance shows a larger proportion of energy in the high frequency range. At
a = 38.F these trends are also apparent. From thesésresie can thus tentatively hypothesise that,

at the lower wind angle mode 2 is primarily associated with a wake fluctuation, since this is
consistent with the frequency range in which most of the energy is found. As the wind angle
increases the nature of this fluctuationvitebly changes somewhat and becomes localised at the
leading edge in the lee of the wall, and there is a change in order of the modes, so that it become
primarily associated with mode 3. This is confirmed to a degree by the plots of Fig. 19, which show
the contribution oleach mode to the total fluctuating energy at each measurement point. The results
at a=-1.2 show a considerable asymmetoyt do confirm that mode 2 is of most significance on

the rear of the wall and at the ends of the front of the wall-the places where any pressure
fluctuations due to large scale wake unsteadiness would be expected to be of most importance. A
the highest wind angleg = 38.F, mode 3 is only significant on the rear of the wall, being of
greatest importance at a point near the leading exkgb<1.5). However this argument is very
speculative and the main point to emerge from this study is that it is very difficult to assign physical
meanings to POD modes, except in the simplest of geometries.

Taken together with the results of Baker (2000) these results suggest that we can further conclude
that the unsteady pressure fluctuations, at least at lower wind angles are to a significant degree
caused by quasi-steady fluctuations in the longitudinal and lateral velocities in the approach flow but
that a contribution due to wake unsteadiness can also be inferred. At the higher wind angles, the
vigorous separation in the lee of the wall results in large fluctuations around the leading edge.
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6. Wavelet analysis

In a similar fashion to POD, wavelet analysis has become popular in the analysis of wind
engineering datasets in recent years. Essentially wavelet analysis enables the variation of powe
within a fluctuating signal to be resolved into a series of fluctuating time series each representing
the power at a particular scale or period (which corresponds to a particular Fourier frequency). As
such, wavelet analysis enables something equivalent to short period power spectra to be derived. |
is thus an ideal tool for the investigation of the power content at different frequencies for non-
stationary signals. A good description of the use of wavelet analysis is given in Torrence and
Compo (1998), and its applications to wind engineering are discussed in Gurley and Kareem (1999).
Essentially the technique is as follows. The time series of the pressure coefficient, measured at
intervals separated by a time &f C,(t) is convoluted with a wavelet functiap (1) to produce the
wavelet transfornwg, (s, n). This can be written as

N-1 '
We(s M) = 5 Gy ayy [ (L (11)
n=0
In the above equatiosis the wavelet scale or period. The parameteasdn' define the position
in the time series. This procedure is carried out for a number of valiet giroduce time series
of the wavelet transform for each value ®f A number of different wavelet functions are in
common use. In what follows we will use the Morlet wavelet which consists of a plane wave
modulated by a Gaussian. This is given by

WYo(n) = mriv/ae@nen2 (12)
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where wy is a non-dimensional frequency parameter. The wavelet function can be written in a
normalised form as follows

/2
win) = 29 gy(n) (13)

In practice it is easier to carry out the convolution in the frequency domain kyplyiuody
together the Fourier transforms of the pressure coefficient time series and the wavelet function, and
then taking the inverse transform. This method is simply set out in Torrence and Compo (1998).
Finally the wavelet power spectrum can be calculated from

Wep(s, ) = [Wep(s, N)[2 (14)

Now the fact that the pressure coefficient time histories on the wall are heavily influenced by
intermittent peaks makes them obvious candidates for a wavelet analysis. An analysis was thus
carried out for pressure coefficient time series for dtve-1.2° case, using a Morlet wavelet base
with the parametety, = 6. Twenty distinct scales or periods were used that ranged from 0.4 sec to
410 sec. For each time series this resulted in a set of 20 time series of the same length across tf
range of periods. Fig. 20 shows the mean wavelet sp&ugsés)) obtained from finding the average
of each of these time series. The results are shown in an admittance format defined as

W,,(S)/ 07
Xy = A (15)

W, (s)/ a2
where subscripu indicates the wavelet spectrum and standard deviation of the upstream mean
velocity. The x axis is shown inerms of a Fourier frequency rather than a scale for ease of
comparison with other spectra. For the Morlet wavelet this relationsHip g/ 27ms. These plots
are thus effectively analogous to the admittances for the ordinary power spectra (Fig. 11). The front
face adnitances iwrease at high frequency and are consistent with Fig. 11, whilst the rear face
admittances decrease, a trend which is not strongly observed in Fig. 11.

A conditional sampling was then carried out on the results. For the peak events identified in the
conditional sampling of section 4, at/ h=4.5 on the front and rear face, the average wavelet
power spectrum at each scale or period was calculated at each measureitientgroshe front
and rear face, for one second either side of the peak event. This thus represents a measurement
the wavelet energy distribution with frequency at peak events. Fig. 21 showstuiseper plotted
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Fig. 20 Wavelet spectra admittancesyat -1.2
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as a ratio with the average wavelet power spectfnl{ can be seen that at the peak events there

is a very considerable enhancement of energy at higher frequencies. This is particularly noticeable a
frequencies above about 0.1 Hz, and this effect is stronger on the front face than on the rear. A
similar enhancement of energy at small scales in peak events was noticed byef@id{B97) in

their study of wavelet intermittency and energy associaiddpeak events.

The wavelet analysis also enables the correlations between the wavelet energy of the different
pressure coefficient time series to be investigated for each wavelet period. Fig. 22(a,b) shows the
cross correlation functions of the wavelet energy of the pressure coefficient time histories, as a
function of the equivalent Fourier frequency, for the front and rear face of the walhat 4.5. It
can be seen that at the lowest frequencies there is a high degree of correlation, which is probably
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due to the passage of large scale gusts over the wall, and is consistent with the results of Jordol
et al. (1999). This correlation falls off as the frequency increases as would be expected. However it
is interesting to note that the correlation increases at frequencies of around 0.5 Hz. This occurs for
correlations on both the front and rear faces. Fig. 22c shows that this also occurs for the correlations
between the wavelet energies of the pressure coefficients on the two faces. This raises the possibilit
that these relatively high correlations at high frequencies are caused by small scale coherent
structures within the atmosphere passing over the wall. Fig. 22d shows the correlations of the
wavelet power of the pressure coefficientxath=4.5 on the front and rear faces with the wavelet
energy of the upstream velocities. It can be seen that the correlations are only significant at low
frequencies, due to the distance between the velocity and the pressure measuring positions
effectively reducing the correlations at small scale. There is howeslggh& indication of icreased
correlation at higher frequencies of around 0.5 Hz.

7. Discussion

In this section we consider the implications of the results presented in sections 3 to 6. Section 7.1
presents a description of the unsteady flow field around the wall, based on the experimental results
Since it is apparent that the unsteady flows are influenced to a large extent by the nature of the
upstream turbulence, section 7.2 goes on to consider the quasi-steady hypothésiadeguacy
for predicting the fluctuating surface pressures. Section 7.3 then discusses methods of describing the
extreme values of the load and section 7.4 then goes on to consider the implications of the results
for a number of aspects of the codification of wind loading data and in particular the specification
of extreme events.

7.1. The flow around the wall

It is apparent from the results of earlier sections that the unsteady wind loading on the wall is to a
large extent influenced by the turbulence in the oncoming boundary layer, particularly on the
windward face. Visually the time histories of velocities and pressure coefficients are similar, with
discrete, very short period peaks (Figs. 2 and 6). In more quantitative terms the probability
distributions of pressure coefficient exhibit a skewness that is similar to that of the upstream
dynamic head; the admittances of the spectral density functions are close to unity over a large
frequency range (Fig. 11); the dimensionless duration of the extreme peaks is similar to that of the
extreme peaks on the front face of the wall (Table 4); and finally POD identifies modes that can be
associated, albeit imperfectly, with longitudinal and lateral upstredoolémce (Fig. 17) and these
modes account for around 75% of the total variance in the fluctuations. Thus in the first instance the
unsteady flow around the wall can be considered to simply reflect the upstream turbulence, both in
a general manner, and at extreme events.

This point being made however there is also a contribution to the overall flow field from the
unsteady flow in the wall wake, although this is perhaps not as strong as would be expected. The
auto-and cross correlation functions of pressure coefficient show a greater correlation on the rear of
the wall than on the front, suggesting some large scale flow structure (Figs. 8 and 9); the pressure
coefficient admittances show a shift in energy to the lower frequency ranges (Fig. 11); the extreme
events on the rear wall last significantly longer than those on the front wall and are somewhat better
correlated along the length of the wall (Table 4 and Figs. 14 and 15); and some of the POD modes
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can be plausibly associated with the effects of wake unsteadiness. All these effects are most obviou:
for the near normal wind direction, and with non-normal wind toas are somewhat complicated

by other effects - in particular a strong unsteadiness on the rear of the wall near the leading edge
However in general it does seem that some of the pressure coefficient fluctuations can be associate
with a large scale, broad banded wake structure.

Now if the pressure coefficient fluctuations follow the upstream velocity fluctuations, the nature of
the latter are of some interest. It is here that the experimental data that has been used is not entirel
adequate, since the only velocity data are from a single reference anemometer at wall height. It is
thus not possible to infer the structure of the wind from this data. Howeverfeaanice can be
made from the pressure coefficients measured on the front face of the wall, which can, in a rather
crude way, be regarded as “surrogate” anemometers. It is in this respect that the wavelet analysic
has proved to be significantly useful (Fig. 22). This analysis showed that there is a strong
correlation between the wavelet energy of the pressure coefficients at low fequencies (around
0.01 Hz) which must be associated with the passage of large gusts over the structure, that affect al
the pressure tappings. At frequencies of around 0.1 Hz the pressure coefficient wavelet energy
correlations fall markedly, and only achieve high values for pressure tappings that are close to eact
other. However at frequencies of around 0.5 to 1 Hz the correlations increase. This effect can be
seen on the front and rear faces of the wall, and for correlations between the two faces. It suggest
the existence of small scale structures within the wind with a duration of around this period, and of
a lateral length scale of around the length of the wall. This existence of two scales in the oncoming
wind is also suggested by the conditional sampling of extreme events - these seem to be associate
with the superposition of short period events (1 to 2 seconds) on a longer term high level fluctuation
(Figs. 14 and 15). However before this hypothesis of discrete turbulence scales in the atmospheric
wind can be substantiated, more experimental data is required for simultaneous measurements o
wind velocity at a number of locations.

7.2. The quasi-steady hypothesis

Essentially the quasi-steady hypothesis relates tti@aceuprasure fluctuations to upstream velocity
fluctuations. IfC,(t) is the fluctuating pressure coefficient (based on fluctuating pressuraeenl
velocity) andC, is the mean pressure coefficient, then this can be written

Co(t) = Cy(ar, 2L (16)

whereU is the mean reference velocity adé) is the fluctuating reference veloci@,(a, B) is the

mean pressure coefficient as a function cof(the instantaneous lateral wind angle) ghdthe
instantaneous vertical wind angle). It is usual to express both the presssure coefficient and the
reference velocity in power law form aslléws (e.g., Letchforcet al 1993).

dGv dCwry , 2u  u2  v2 w2
C.(t) = + =+ —P=L = =+ — +— 17
(V) B:” daU dpul Uu uz uz uyll (17
whereu, vandw are the three unsteady velocity components in the longitudinal, lateral and vertical
directions. Now for the case of the wall, the measurements reported in Hboxy(1999) on a

large cubic structure suggest that windward and leeward face vertical derivatives of pressure
coefficient can be assumed to be zero. Assuming that this is also the case for the wall, Eq. (17) car



434

dcp

0.5

0

(a) Pressure coefficient standard deviation - front face

0

012345867829
x/h

0123 4567809
x/h

Experiment
Linear
~ - —-1st order

2nd order

-4

C. J. Baker
1
——Expt |
Li a .
inear go05].. e
— ——-1st order ~ N
------- 2nd order
0

0123456789
x/h

0123456789
x/h

Expt
Linear

- ——-1st order
2nd order

(b) Pressure coefficient standard deviation - rear face

Exp;rimentm
Linear
- ——-1st order

2nd order

(d) Pressure coefficient 99.95% percentiles - rear face

Fig. 23 Results of quasi-steady calculation dor -1.2°

(c) Pressure coefficient 99.95™ percentiles - front face

be expanded to a number of levels. The linear (zero order) expansion (ignoring everything except
linear streamwise velocity terms) is

u
Co(t) = Co+ ZCPU (18)
The first order expansion, which retains all the linear terms, is
u dGyv
Co(t) = C,+ ZCPU + %EU (29)
The second order formulation which retains velocity squared terms and velocity products, is given by
_ u,dGy o2, v win L, dGuy
CoV) = Co+ 205+ Ga U " St 02 T 00 P da U2 (20)

The adequacy of the above expressions has been investigated for the wall data used in thi
investigation. Time series of the linear, first and second order fluctuating pressures have been
calculated from the measured wind time series and the measured mean surface pressure coefficien
and pressure coefficient derivatives. The ltesare shown, for ther = -1.2 case, in Fig. 23, for the
standard deviations and 99.95th percentiles of the calculated time series. It can be seen that for th
front face the quasi-steady calculations approach the experimental values as the complexity of the
guasi-steady calculations is increased. This is as expected. On the rear face the situation is mor
complex. All the quasi-steady calculations overpredict the standard deviation, and the second order
calculations overpredict the extreme values. On the rear of the wall one would expect that the quasi-
steady calculations would underpredict all the parameters, and the difference would be made up by
unsteadiness due to the wake fluctuations, which one would expect to be independent of the
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upstream turbulence. Since such wake fluctuations can be inferred to exist from the work presentec
earlier, one is forced to conclude that the wake fluctuations actually damp out the quasi-steady
fluctuations in this region. This is of course contrary to what might be expected that such structure
induced unsteadiness would add to the unsteadiness caused by the upstream flow.

7.3. Specification of extreme pressure coefficients

Cook (1990) lists four methods of specifying the extreme load on structures from full scale or
experimental data. These are as follows

(a) Extreme value analysis
(b) Quantile level method
(c) Quasi-steady method
(d) Peak factor method

The first of these relies on having a significant number of datasets from which the maximum
values can be extracted and fitted to an extreme value probability distribution. lrdwdy dbeen
pointed out, based on the work of Hoxalyal. (1996), that the use of such a method with full scale
data is likely to produce significant errors, since absolute stationarity cannot be guaranteed. It will
not be considered further here. The second method is what has been used in this paper, in the
extreme values corresponding to the 99.95th percentile level have been presented. This is a ven
rapid and convenient approach that give the level that is exceeded for 1.8 secs in one hour. It only
makes use of a small amount of the data however, and unless the datasets extend over
considerable period, is prone to experimental scatter. The third approach is based on the quasi
steady assumption discussed in the last section, and in particular on Eq. (16). If selsbenst to
the extreme value then this equation becomes

U2
Coe = C”U_Z (21)

The variation of the pressure coefficient with wind angle is usually ignored in this method. The
peak factor method gives an analytical method for specifying the extreme values for processes
which are Gaussian. It relates the extreme pressugfficent to themean coefficientC,, the
standard deviation of the coefficiedgy, and a gust factay., through the equation

Cpe = Cp+ 0cpQcp (22)

The gust factor is given by

0.577
= /2] —_—
Jep 2In(vT,) + TIOA (23)

whereT, is the observation period, and the zero crossinguw&egiven by

rsin(frry) £
IfzscpD 2 df
= 24
- ISﬁpcﬁﬂLﬁdf 0

with 1, being the averaging time. The wall data allowed a comparison to be made between the
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quantile level method, the quasi-steady method and the peak factor method. The reguitslfé?

are shown in Fig. 24. For consistency the valudJgthas been taken as the measured 99.95th
percentile value, and the averaging timbas been taken as 1.8s, and thus the three methods should
be directly comparable. Assuming that the quantile method gives the true value, albeit one prone to
experimental error, it can be seen that neither of the other methods predict the actual value of the
extremes well. The quasi-steady method underpredicts on the front face and overpredicts on the rea
face, which is consistent with the dission of the last section. The peak factor method significantly
underpredicts in all cases. An examination of the results of this method shows that the predicted
values of the gust factay,, are between 3.07 and 3.15 on the front face and 2.75 and 2.95 on the
rear face, in comparison to the measured values of 5.2 to 6.6 on the front face and 4.1 to 6.2 on the
rear face. This discrepancy is due to non-Gaussian nature of the experimental data.

7.4. Codification of wind loading data

The objective of wind loading codes of practice is to determine the extreme gust value acting on a
specific structure. The current UK code, BS6399 (British Standard 1997) is typical of modern
codes. Inevitably this code contains a number of assumptions, and the wall data discussed in this
paper enable some of these assumptions to be checked. Specifically in what follows we will
consider three such assumptions as follows.

a) the assumption that tkevalues in the empirical fit to the coherence values (Eq. 6) is constant at 4.5;

b) the assumption that the “pseudo-steady” values of pressure coefficient are close to and have :
simple one to one relationship with the mean pressure coefficients;

c) the assumption that the lack of correlation between the pressure forces on the front and rear o
the structure can be allowed for by a simple empirical correction.

We consider first assumption (a). A fundamental assumption that underlies BS6399 is that the
averaging timet, can be related to the significant dimension of the loaded laraad the mean
velocity U by

7, = kKL/U (25)

where the value ok is taken from that in Eq. (6). The rationale for this is that this value of t
represents the gust frequency at which the coherence falls to a vadite ©h the basis of the
Royex House results (Newberey al. 1973) a value of 4.5 is used. This rationale has met with very
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severe criticism by Holmes (1995) and Dyrbe and Hansen (1999), who nonetheless recognise tha
the approach is an extremely attractive one due to its simplicity. On the basis of a consideration of
aerodynamic admittances they suggest that this approach can be used, with caution, with rathe|
lower values ofk. Here we do not enter into this particular argument (although the author's
sympathy is with the work of Holmes) and restrict ourselves to a consideration, or otherwise, of
whetherk is constant at 4.5. Clearly Fig. 13 and Table 2 show that, for the wallkdatéar from
being a constant. If a single value is required, then the lowest measured value should be chosen (arour
2.0) since this represents the most conservative assumption with the greatest coherence values.

The second aspect of the code that will be investigated is the use the “pseudo-steady” pressur
coefficient. This is defined as

(pe — pr)
CPPS - Ospug (26)

where the subscript e again refers to the extreme value. Cook (1990) shows that such a coefficient i
usually numerically close to the mean coefficient and is thus extremely convenient for use in codes,
where existing mean pressure coefficient data can be replaced gradually as pseudo-steady coefficier
data becomes available, with no change to the code format. Fig. 25 shows the ratio of the pseudo
steady pressure to the mean pressure coefficient, defining the extreme value as the maximum 1.8
value. For the current data the values of this ratio are generally greater than 1 on the front face anc
less than 1 on the rear face. Paradoxically Cook argues that values of less than 1 indicate that not a
velocity fluctuations contribute to the surface pressure fluctuations (and such a ratio could be
expected on windward walls), whilst values greater than 1 indicate turbulence induced by separated
flows - i.e., in wakes or separation bubbles. This is exactly the opposite of whatriiet casults
suggest, and the discussion of section 7.2 suggests the truth is somewhat more complex. Also it i
straightforward to show that this ratio of pseudo steady coefficient to mean coefficient is equal to the ratio
of the quantile level pressure coefficient and the quasi-steady pressure coefficient defined in the las
section. An examination of the results of Figs. 24 and 25 shows that they are consistent in this regard.

Finally Fig. 26 shows the non-correlation factor between the front and rear Kacgsis is
defined the maximum 1.8s value of the net pressure coefficient across the wall to the difference
between the corresponding values for the front and rear faces. The UK code suggests a universe
value of 0.85 for this parameter. It can be seen to be less than 1.0 (usually around 0.85 to 0.9)
which indicates that the peak events on the front and rear faces are not fully correlated and that the
suggested value is a reasonable approximation.

2 2
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X
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X
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ke 0=1710 L

—-%--o=381°
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Fig. 25 Ratio of pseudo-steady to mean pressure coefficients



438

C. J. Baker

1

0.9

0.8 e o, = ~1,2°
K W= 17010

07 —X—o=381°

0.6

0.5

01 2 3 45 6 7 8 9
x/h

Fig. 26 Non-correlation factor

8. Conclusions

From the results that have been presented in earlier sections the following conclusions can be drawn.

(@)
(b)

()

(d)

Even though the flow geometry is one of the simplest that can exist, the nature of the
unsteady flow field is complex.

The fluctuating pressures on the front face of the wall are to a great extent caused by the
turbulent fluctuations in the upstream flow, and reflect the oncoming flow structures. The
results suggest that there are two major scales in the oncoming flow - one with a period in the
region of 100s (which probably scales on atmospheric boundary layer thickness) and a much
smaller scale with a period of the order of 1 second. The peak pressure events represent &
superposition of the maxima of these two scales of fluctuation. In general the quasi-steady
approach can adequately relate the fluctuating pressures to the fluctuating velocities.

The fluctuating pressures on the rear face are also influenced by the fluctuations in the
oncoming turbulence, but also by unsteady fluctuations due to wake unsteadinessarThe
face fluctuations have a greater temporal and spatial coherence than the front face fluctuations
at all scales, and the extreme events are significantly longer than on the front face. The quasi-
steady method overpredicts the rear face unsteadiness, which suggests that the effect of the
wake is to partly damp out the quasi-steady effects.

The UK code values for thek* parameter have been shown to be too high for the data
considered here, and the use of pseudo-steady coefficients has also been shown not to b
entirely adequate. The non-correlation fadtodoes however agar to be adequate.
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Notation
C Cross correlation function
Cay; Pressure coefficient coherence between poiatyd]

G Pressure coefficient
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ncs Conditionally sampled pressure coefficient
Extreme value of pressure coefficient

Dps Pseudo-steady value of pressure coefficient
Autocorrelation function

Frequency

Pressure coefficient gust factor

Wall height

Factor in coherence curve fit

Non correlation factor

Pressure

Extreme value of pressure

Reference pressure

POD mode spatial function

Ratio of wavelet power spectrum at extreme event to average wavelet power spectrum
Wavelet scale

Skewness of pressure coefficient
Skewness of dynamic pressure
Skewness of velocity components
Spectral density of pressure coefficient
Spectral density of velocity components
Spectral density of mode temporal function
Time

Dimensionless period of extreme event
POD mode temporal function

Observation period

Longitudinal velocity component

Shear velocity

Mean reference velocity

Extreme value of reference velocity
Lateral velocity component

Vertical velocity component

Wen(S, ) Wavelet transform of pressure coefficient
Wi(s, n) Wavelet spectrum of pressure coefficient
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Weo(S) Average value of wavelet spectrum

X Distance from end of wall

Xep Pressure coefficient admittance

X1 POD temporal function admittance

Xwep Pressure coefficient wavelet spectrum admittance

y Separation between two pressure taps
a Lateral wind angle

B Vertical wind angle

ot Time increment in wavelet analysis

v Zero crossing rate

o Density of air

T

Time lag
Ta Averaging time
Ocp Standard deviation of pressure coefficient
O O, 0, Standard deviation of velocity components
1} Wavelet function
Wo Normalised wavelet function
Wy Parameter in wavelet analysis
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