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1. Introduction 
 

The wind field under land surface pattern of complex 

terrain or urban community is extremely complicated. With 

the increasing computational power, numerical model as a 

research tool to simulate the urban wind environment 

becomes possible and developments quickly (Bitsuamlak 

and Abdi 2016, Shen et al. 2017, Liu et al. 2017). For 

obtaining the accurate and reasonable wind field, it is 

necessary to adopt appropriate inflow and boundary 

conditions. The observation data measured at 

meteorological station is usually as the inflow and boundary 

conditions (Liu et al. 2017). Because complex terrain and 

urban environment is related to multiscale geometric sizes, 

the WRF is a good choice for simulating continuous 

multiscale wind field. Also, WRF takes account the multi-

physics process (wind, temperature, humidity, water vapor, 

etc.) to simulate the wind field under natural atmosphere 

and terrain, then the simulation result could be used as the 

inflow and boundary conditions of computational fluid 

dynamics (CFD) (Liu et al. 2011, Zajaczkowski et al. 2011, 

Cheng et al. 2015). The following focuses on numerical 

model WRF and observation-nudging method in WRF. 

WRF is a state-of-the-art atmospheric modeling system 

designed for both meteorological research and numerical  
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weather prediction. It offers a host of options for 

atmospheric processes and can run on a variety of 

computing platforms. WRF excels in a broad range of 

applications across scales ranging from tens of meters to 

thousands of kilometers (Skamarock et al. 2008). The 

simulation results can be used to evaluate the wind potential 

of the simulated area in a methodological point of view 

(Monti et al. 2017), which corresponding the view of 

microscale (Dhunny et al. 2015, Weerasuriya et al. 2016, Li 

et al. 2016), and can be used as the inflow condition of CFD 

simulation (Cheng et al. 2015).  

However, the initial and boundary conditions in WRF 

are relative rough, and the simulation result of local wind 

field is not accurate and refined enough. To get more 

accurate local wind field, four-dimensional data 

assimilation (FDDA) and variational data assimilation are 

usually employed in the current WRF version 3.7.1 to guide 

the simulation, which can combine the advantages of both 

WRF model and observations simultaneously. Considering 

the observations on the mesoscale are sometimes sparse and 

typically are not very uniformly distributed in space, the 

observation-nudging method (Liu et al. 2005) is a good 

choice. The method allows the model to effectively 

assimilate temperature, wind and moisture observations 

from all platforms, measured data at any location within the 

model domains and any time within a given data 

assimilation periods with the observation-nudging 

formulation. The observation-nudging method is a 

continuous data simulation method that relaxes the model 

state toward the observed state by adding one or more 
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artificial tendency terms of the prognostic equations based 

on the difference between the two states. Observation-

nudging directly toward individual observations distributed 

nonuniformly in space and time, it uses only those 

observations that fall within a predetermined time window 

centered about the current model time step. And the set of 

differences between the model and the observed state is 

computed at the observation locations. These “corrections” 

with proper space and time weights are then analyzed back 

to the grid according to the model dynamics within a region 

surrounding the observations (Liu et al. 2008). 

Stauffer and Seaman (1994) showed that nudging 

toward observations was more successful on the mesoscale 

than nudging toward analyses. Seaman et al. (1995) focused 

on objective validation of the regional mesoalpha-scale 

results, it has been shown that a multiscale data assimilation 

approach can produce highly reliable simulations of the 

wind, temperature, mixed layer depth and moisture. Fast 

(1995) showed that the current data assimilation technique 

can have a positive impact on the mesoscale flow fields, 

however, care must be taken in its application to grids of 

relatively fine horizontal resolution. Leslie et al. (1998) 

found that the impact of observation-nudging same as 4D 

variational technique assimilates the same data, the 

difference is that the former was practicable while the latter 

was too large computational cost. 

Also, some applications of Newtonian relaxation 

method used in nudging approach are concluded. Davis et 

al. (1999) focused on mesoscale predictability over 

complex terrain and heterogenous land surfaces. Rife et al. 

(2002, 2004) studied the diurnal boundary layer circulations 

in the Great Basin Desert and the predictability of low-level 

winds over the Salt Lake valley and surrounding mountains, 

respectively. Warner et al. (2004) studied on emergency-

response applications of high-resolution mesoscale 

simulations through graphical interfaces. Liu et al. (2006a, 

2006b) validated the Newtonian relaxation method for the 

Oklahoma City area during the Joint Urban 2003 Field 

Project show quite satisfactory performance of the model 

system in resolving the observed surface variables and 

mesoscale circulation associated with an urban 

environment. Pan et al. (2011) studied the influence of 

climate change to California and Nevada regions by high-

resolution dynamical downscaling model. Zhang et al. 

(2016) studied on the impacts of assimilating the TAMDAR 

data in 12/4 km grid WRF-Based RTFDDA simulations 

over the CONUS. 

When assigning the weight of an observation to the 

nudging term at each grid point, the horizontal-influence 

functions are constructed to account for blocking effect of 

elevated terrain. For each grid point, the terrain-elevation 

difference between the grid point and observation stations is 

calculated, and if this is larger than a specific amount the 

observation will not be allowed to affect the grid point. This 

is especially important because most of the grids of the 

forecast models have complex orography. In Xu et al. 

(2002) the specific value is 500 m, that is, if there is a 

terrain blockage or a valley depth larger than 500 m, the 

nudging weight for the observation at the given grid point is 

set to zero, then the terrain-adjusted nudging weights are 

shown to produce certain reasonable effects in the final 

analysis and slightly improved verification statistics. 

Even through Xu et al. (2002) considered the terrain 

effects, the result is not improved so much, especially for 

complex terrain. Two reasons here can be concluded. First, 

too simple to consider the terrain effect, just use a step 

function to define the effects of terrain, and why the 

specific value is 500 m which is not clear. Second, the 

model of the temporal and spatial weighting function in 

observation-nudging method is still mathematical meaning, 

rather than physical meaning. And for the study of wind 

field at the scale of civil engineering, it is necessary to 

consider the wind field around the monomer structure, at 

this case the refine local terrain will have a great influence 

on wind field. Therefore, we propose a spatial correlation-

based observation-nudging method based on physics, which 

considers the effects of terrain, wind direction, atmospheric 

circulation and so on, especially for complex terrain and 

land surface of urban community cases. 

 

 

2. Spatial correlation-based WRF observation-
nudging approach 
 

The mesoscale numerical model WRF can take account 

the multi-physics process (wind, temperature, humidity, 

water vapor, etc.) to simulate the wind field under real 

atmosphere and terrain. The advantages of WRF model are 

multi-physics and can obtain the local spatial wind field, 

while the disadvantage is that the simulation result of wind 

velocity has a certain deviation from observation data. In 

contrast, the advantage of the observation data is of high 

reliability, while the number of observation locations is very 

limited. If the advantages of WRF model and observation 

data are combined, the simulated wind field can be 

improved with more accuracy. 

The observation-nudging module in WRF has the 

function of implement the combination of observations and 

mesoscale numerical model. However, the main drawback 

of original observation-nudging method in WRF is that the 

effects of the observation on the surrounding field is fully 

mathematical express in terms of temporal and spatial 

domains. In addition, it ignores the effects of terrain, wind 

direction and atmospheric circulation, while these are 

physically unreasonable. For these reasons, a spatial 

correlation-based observation-nudging method is proposed 

in this paper and the influence of above factors can be taken 

account. The WRF mesoscale numerical model, the original 

and proposed spatial correlation-based observation-nudging 

methods will be described in following subsection here, 

respectively. 

 

2.1 Original WRF observation-nudging approach 
 

The WRF model is a fully compressible and 

nonhydrostatic model, wherein the vertical coordinate is a 

terrain-following hydrostatic pressure coordinate, and the 

staggering grid is Arakawa C-grid. 2 or 3 order Runge-

Kutta algorithm in time integration, and 2 to 6 order 

advection schemes in both the horizontal and vertical 
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directions are employed in the model. A time-split small 

step for acoustic and gravity-wave modes is used. The 

detailed description of the WRF can be referred to NCAR 

technical note (Skamarock et al. 2008). The governing 

equations are written as follows 

[ ( ) ( )] ( ) ( / )[ ( / )]t x x y x y d x d x UU m Uu Vu u m m p p F                  (1) 

[ ( ) ( )] ( / ) ( ) ( / )[ ( / )]t y x y y x y x d y d y VV m Uv Vv m m v m m p p F                   
(2) 

1[ ( ) ( )] ( ) [( / ) ]t x x y y d d WW m Uw Vw w m g p F              
 (3) 

[ ] ( ) 0t d x y x y ym m U U m         
 (4) 

[ ( ) ( )] ( )t x y x y ym m U V m F          
 

(5) 

[ ( ) ( )] ( )
mt m x y x m y m y m QQ m m Uq Vq m q F       
 (6) 

1[ ( ) ] 0t d x y x y y ym m U V m m gW            
 (7) 

( ) /h htp p      hs htp p  
 

(8) 

where, Eqs. (1)-(3) are the momentum equations; Eq. (4) is 

the mass conservation equation; Eqs. (5) and (6) are the 

conservation equations for the potential temperature and 

scalars; Eq. (7) is the geopotential equation. x , y  and   

denote the longitudinal, latitudinal and terrain-following 

hydrostatic-pressure vertical coordinates, respectively, and 

U , V  and W  denote the longitudinal, latitudinal and 

terrain-following hydrostatic-pressure vertical velocity 

components, respectively. hp  is the hydrostatic 

component of the pressure, hsp  and htp  are the 

subcomponents along the surface (bottom) and top 

boundaries, respectively. ( , )x y  and d  represent the 

mass per unit area and the mass of the dry air within the 

column in the model at ( , )x y , respectively. 

( , , )V v U V W  ,   , =  are the 

appropriate flux form variables of velocity in the coordinate 

( , , )x y z , the vertical velocity in the coordinate ( , , )x y  , 

the potential temperature, and ( , , )v u v w  are the 

covariant velocities in the two horizontal and vertical 

directions, respectively, while   is the contravariant 

„vertical‟ velocity.   is the potential temperature, 

indicating a parcel of fluid at pressure p  is the 

temperature that the parcel can be attained if the parcel of 

fluid is adiabatically brought to a standard reference 

pressure 0p (1000 millibars). The non-conserved variables 

gz   is the geopotential, p  is the pressure, d  is the 

inverse density of the dry air (1/ )d  and   is the 

inverse density taking into account the full parcel density 
1(1 ...)d v c r iq q q q        , , , , ,...m v c r iq q q q q , 

mq  is the mass mixing ratio of water vapor, cloud, rain, 

and ice with respect to the dry air. m d mQ q  is the 

appropriate flux form of the mass mixing ratio of water 

vapor, cloud, rain and ice with respect to the dry air. tU , 

tV and tW are the derivatives with respect to time, 

xU  and yU  are the gradient of two horizontal 

velocities, respectively. In the WRF‟s computational space, 

the grid distances of longitudinal and latitudinal ( , )x y   

are constants. Orthogonal projects to the sphere require that 

the physical distances between grid points in the projection 

vary with position on the grid. To transform the governing 

equations, map scale factors xm  and ym  are defined as 

the ratio of the distance of horizontal grid points in 

computational space to the corresponding distance on the 

earth‟s surface: ( , ) ( , ) /x ym m x y   (distance on the 

earth). The right-hand side terms in these equations include 

the Coriolis terms, mixing terms and parameterized physics. 

Since the WRF simulation results are not accurate 

enough, it is expected to incorporate the observation data to 

correct the WRF simulation, which enables to get more 

accurate wind field. Observation-nudging is a form of 

Newtonian relaxation wherein artificial tendency terms are 

implemented into the model to gradually “nudge” the model 

towards observations. These nudging terms synchronize the 

model atmospheric states at each grid point towards the 

observations in proportion to the differences between the 

model solutions and observations. Each observation affects 

the model states in proportion to the temporal and spatial 

weights that are maximized at its observed time and 

location, and the model spreads the observed information in 

time and space according to the model dynamics. In fact, 

based on the principles of relaxation method, it is well 

understood observation-nudging method working in this 

way: assuming the target value *F  has two accompanying 

approximations 0F  (WRF model result) and 1F  

(observation data), in order to obtain higher precision result, 

take weighted average of the two approximations as the 

transformation value, appropriate selection of the weight 

coefficient to adjust the extent of correction, this is well 

known as relaxation technology because of this adjustment 

based on the extent of correlation and loose, that is 

*

0 1 0 1 0(1 ) ( )F F F F F F         (9) 

Assuming the observation data is the correct solution of 

the WRF governing equation, the observation-nudging 

governing equation can be obtained by similar theory as 

follows 

obs
a

a
F

t





 (10) 

( , , , 1) ( ( , , , ) ( , , , 1))
( , , , )

wrf i i i wrf i i i obs i i i

a i i i

a x y z n a x y z n a x y z n
F x y z n

t t

    
 

   
(11) 
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2

1

1

( , , , 1) ( , , , )

( , , , 1)[ ( , , , )- ( , , , 1)]

( , , , 1)

i i i a i i i

N

a j j j wrf i i i obs i i i

j

a N

a j j j

j

a
x y z n F x y z n

t

W x y z n a x y z n a x y z n

G

W x y z n









  



 







 

(12) 

2 2

2 2

0

H

xy H

R D

w R D

 


 

    

0 H

H

D R

D R

 




 

(13) 

1

0

ob

z z

p p

w R

 


 

    

ob z

ob z

p p R

p p R

  


 
 

(14) 

1

/ 2

0

ob

t

t t
w








 
 


    

/ 2

/ 2

ob

ob

ob

t t

t t

t t



 



  


  


   

(15) 

where, the Eq. (10) is based on observations satisfying the 

N-S equation; Eq. (11) is the implicit solution to the 1n   

step of the N-S equation; then easily to get the Eq. (12), 

which is the implemented way of observation-nudging 

method in WRF. a  is the quantity being nudged (e.g., 

, , ,u v q , etc.), aF  represents the physical tendency terms 

of a  (this includes advection, diffusion, etc.), aG  is the 

nudging strength for a , N  is the total number of 

observations, i  is the index to the current observation, 

obsa  is the observed value of a , and ( , , , )wrf i i ia x y z n  is 

the model value of a  interpolated to the observation 

location. The quantity wrf obsa a  is the updated item; the 

updated item associated with a given observation varies 

with time as the model value ( , , , )wrf i i ia x y z n  varies. 

Thus, as the model value approaches the observed value, 

the nudging tendency term decreases. 

( , , , )a xy z tW x y z n w w w    is the spatiotemporal 

weighting function based on the temporal and spatial 

separation between the observation and the current model 

location; in the current WRF version 3.7.1, the horizontal 

weight xyw  is a Cressman-type weighting function that 

depends on the horizontal distance D  between the 

observation and the nudging grid point, HR  is the 

horizontal influence radius, as shown in Eq. (13); the 

vertical weight zw  is in general proportional to the vertical 

separation between the grid point and the observation, obp  

and p  is the pressure at observation location and grid 

point, respectively; zR  is the vertical influence distance 

( coordinate), as shown in Eq. (14); the temporal weight 

tw  is defined as a function of the time window with half-

width   and designed to avoid sharp changes in the 

weight attached to certain observations, t  is the 

calculation time, obt  is the time that observation data is 

added into the WRF, as shown in Eq. (15). 

The processes of observation-nudging method are as 

follows: according to the results of the WRF simulation, 

eight spatial points (cubes) around the observation location 

are selected for the three-linear interpolation to obtain the 

value of WRF simulation result at the observation location; 

then the tendency term of each grid point in the affected 

area is obtained according to the weighting factor; and 

finally, solve the governing equation. 

 

2.2 Proposed Spatial correlation-based observation-
nudging approach 
 

In terms of physics, the weighting function ( , )W tx  of 

observation-nudging method represents the influence 

intensity of the observations on the surrounding locations, 

or can be regarded as the correlation between them. From 

this point of view, it can be found that the weighting 

function in the current WRF version 3.7.1 is not reasonable 

for simulating the wind field with complex terrain. As 

shown in Eqs. (13)-(15), the weighting function of original 

observation-nudging approach is only the distance function, 

which means that the weighting function is the same for any 

points which have the same distance from observation point. 

Obviously, it is not true for the atmosphere boundary layer 

and the weighting function is severely affected by the 

terrain. As well known, the mutual influence of variables at 

two positions can be represented by the spatial correlation 

function. Therefore, to take account of the local terrain 

effects, the weighting function ( , )W tx is replaced by the 

spatial correlation function ( , )R tx  of the observed local 

wind velocity in the study. The correlation function is 

expressed as follows 

( ( , , ), ( , , ))

( ( , , ), ( , , ))

( ( , , ), ( , , )) ( ( , , ), ( , , ))

o o o i i i

o o o i i i

o o o o o o i i i i i i

R a x y z a x y z

Cov a x y z a x y z

Cov a x y z a x y z Cov a x y z a x y z


 
(16) 

( ( , , ), ( , , )) [( ( , , ) [ ( , , )])

( ( , , ) [ ( , , )])]

o o o i i i o o o o o o

i i i i i i

Cov a x y z a x y z E a x y z E a x y z

a x y z E a x y z

 

  
(17) 

where a  is nudged variables (e.g., , , ,u v q , etc.) at 

observation position and computational grid point, same as 

the variables in Eq. (12). ( , , )o o oa x y z  and ( , , )i i ia x y z  

are the variable at observation position ( , , )o o ox y z  and 

computational grid point ( , , )i i ix y z , respectively. The 

correlation coefficient can be calculated according to the 

requirements of different time scales, for example, 10 min 

and 1 min intervals. In the following discussions, the 

proposed method is termed as spatial correlation-based 

WRF observation-nudging approach. 

For obtaining the correlation function of the local wind 

field, the most accurate way is to use the field measurement 
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data. However, it is very hard and expensive to carry out the 

field measurement over a large range because the wind 

speeds at different locations should be measured 

simultaneously. However, for the nature wind affected by 

the terrain, it is well known that the coherent function of 

two points decays fast in the high frequency domain, which 

indicates that the correlation is mainly contributed by the 

large-scale turbulence with low frequency. Based on the fact, 

in the present study, an alternate way is adopted, that is the 

spatial correlation of the wind field obtained from the WRF 

without nudging method is used. Because the WRF mainly 

contain large-scale vortex, the precision is enough for those 

points with far distance. The correlation intensity may be 

down estimated for those points close each other because 

the correlation intensity is influenced dramatically by the 

small-scale vortex for these points. Fortunately, for the 

present study, the largest and smallest computational grid 

space is 12.150 km and 150 m, respectively, the large-scale 

vortex plays a key role, so the precision of spatial 

correlation of the wind field obtained from the WRF 

without nudging method is good enough. 

The specific realization steps of spatial correlation-

based WRF observation-nudging method are as follows: 

First, correlation analysis in Eq. (16) between the 

observation location and nudged grid points from the results 

of WRF without observation-nudging is carried out; then 

the tendency term based on the correlation coefficient in Eq. 

(12) is calculated; and finally, the governing equations are 

solved. 

 

 

3. Validation 
 

3.1 Wind field location and simulation scheme 
 

The simulation wind field locates at longitude 

116°00′~127°00′ E, latitude 24°30′~35°30′ N, five domains 

(Fig. 1(a)) are divided to simulate the wind field at different 

sizes of mesh grid (the detail shown in Table 1), we focus 

on the region of longitude 121°50′~122°00′ E, latitude 

30°02′~30°09′ N (Domain 5) in the East China Sea, with 

the area of about 15 km  15 km, and the region and 

topographic elevation map are shown in Fig. 1(b). Because 

there is an asymmetric suspension bridge with a 1650 m 

central span and one 578 m side span in the region (see in 

Fig. 2), the wind field distribution is very important for 

design of this bridge in this region. To monitor the free 

wind speeds at the bridge site, ultrasonic anemometers are 

installed at the 1/4, 1/2 and 3/4 central span of the bridge, 

which is 54.5 m above the sea surface. In the WRF 

observation-nudging simulation, the monitored inflow wind 

velocity at 1/4 central span is selected as observation data 

incorporated to the simulation model, while the inflow wind 

velocities at 1/2 and 3/4 central span are selected as 

validation data. From the topographic elevation map shown 

in Figs. 1 and 2, it can be observed that there are mountains 

in the left of observation locations, which dramatically 

influence the wind velocities. The simulation period 

2014_09_22_18:00:00~2014_09_23_00:00:00 (UTC) is a 

segment of typhoon Fung-wong event, which is the 16
th

 

typhoon in 2014. The track of typhoon Fung-wong is shown 

in Fig. 3. It is noted that the bridge is not included in the 

simulation due to very small size to compare with the 

simulation region. 

 

 

 

 
(a) Domain configuration of simulation. d01, the 

outermost layer of computation domain; d05, the 

innermost layer; d02, d03, d04 are the 2th, 3th, 4th layer, 

respectively 

 
(b) Topographic elevation map of d05 

 
(c) An enlarged view of the red box in (b) 

Fig. 1 The simulated region and observation locations. 

where point 1# is the observation location (1/4 central 

span of the bridge); point 2# and 3# are the validation 

locations (1/2 and 3/4 central span of the bridge, 

respectively) 
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To validate the advantage of the proposed spatial 

correlation-based WRF observation-nudging method, three 

simulation cases are included in the study. Case-0, WRF 

without nudging method; Case-1, original WRF nudging 

with 10min time interval observation data and 1min time 

window; Case-2, spatial correlation-based WRF nudging 

with 10min time interval observation data and 1min time 

window. It should be noted that, the correlation coefficient 

precision for original observation-nudging method is  

 

 

 

 

 

 

controlled by ( , )W tx  in Eq. (12), while for spatial 

correlation-based observation-nudging method, it is 

controlled by correlation coefficient ( , )R tx  in Eq. (16). 

In general, 10 min represents the mean wind characteristics 

in the statistical sense, but for the real atmospheric, the 

change of the wind field may be more frequently, which is 

certainly less than the 10 min interval in the case of 

complex terrain. Therefore, the time window is set to 1 min. 

 

Fig. 2 Bridge site and anemometer installation locations 

 

Fig. 3 The track of typhoon Fung-wong 

Table 1 The basic parameters of WRF running 

The simulated period 2014_09_22_18:00:00~2014_09_23_00:00:00 (UTC) 

Algorithm WRF WRF-LES 

Domain 1 2 3 4 5 

Horizontal grid distance (m) 12,150 4,050 1,050 450 150 

Horizontal grid number 100 100 100 100 100 100 100 100 100 100 

Vertical layer number 75 75 75 75 75 

Time step (s) 81 27 9 3 1 

Terrain, vegetation precision 5 min 2 min 30 s 3 s 2 s 
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For all the simulated cases, the standard 

parameterization schemes have been configured for the 

analysis region. i.e., the Yonsei University planetary 

boundary layer scheme (YSU) (Hong et al. 2006), WRF 

Single-Moment 5-class microphysics scheme (WSM5) 

(Hong et al. 2004), Grell-Freitas ensemble cumulus scheme  

(GF) (Grell and Freitas 2014), Rapid Radiative Transfer 

Model for longwave radiation (RRTM) (Mlawer et al. 

1997), Rapid Radiative Transfer Model for General 

Circulation Models for shortwave radiation (RRTMG) 

(Iacono et al. 2008), and Unified Noah land-surface model 

for land soil processes (Noah) (Chen and Dudhia 2001).  

The WRF running basic parameters and observation-

nudging setting parameters are shown in Tables 1 and 2, 

respectively. In the WRF observation-nudging simulation, 

only the observation inflow wind velocity at 1/4 central 

span is incorporated to the model, while the observation 

inflow wind velocities at 1/2 and 3/4 central span are just 

selected as validation data. The detailed information of 

observation locations is listed in Table 3. 

 

3.2 Validation results 
 

The simulated average wind velocity at observation 

location (1#) are shown in Fig. 4. As shown in Fig. 4, the 

results of Case-0 (WRF without nudging) have largest error 

compared with observed wind velocity, in which the 

maximum error of average wind velocity is up to -78.05%, 

the average error of average wind velocity is -42.26%. With 

incorporation of observed data, accuracy of simulation 

results obtained by original WRF observation-nudging 

method (Case-1) has been improved. However, the errors 

are still large, in which the maximum error of average wind 

velocity is up to -54.39%, the average error of average wind 

velocity is -27.50%. While the results obtained by the 

spatial correlation-based WRF observation-nudging method  

 

 

 

 

(Case-2) have been further remarkably improved, wherein 

the maximum error of average wind velocity is -36.82%, 

the average error of average wind velocity is -7.13%, 

indicating that the method with spatial correlation has good 

ability to accurately simulate the local wind field. And the 

trend of spatial correlation-based observation-nudging 

method is also better than that original observation-nudging 

method and WRF without nudging method. The comparison 

of results implies that the spatial correlation-based WRF 

observation-nudging method has good ability if the terrain 

effects cannot be ignored. 

To further validate the spatial correlation-based WRF 

observation-nudging method, the simulation results are 

compared with the measured velocities at another two 

observation locations (2# and 3#), as shown in Figs. 5 and 6, 

respectively. It should be noted that the observation data at 

these two locations are not incorporated to the WRF 

observation-nudging model. It can be seen from Figs. 5 and 

6 that both simulated velocities agree well with the 

observation data. 

 

 

 

Fig. 4 Mean wind velocity at observation point (1#) 
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Case-0

Case-1

Case-2

Observation

Table 2 The parameters setting of observation-nudging 

Cases description HR  
zR    G  R  

Case-0 
WRF without nudging 

method 
-- -- -- -- -- 

Case-1 

Original WRF nudging 

with 10min time interval 

observation data and 

1min time window 

3 km 0.05 1 min 0.01667 -- 

Case-2 

Spatial correlation-

based WRF nudging 

with 10min time interval 

observation data and 

1min time window 

-- -- 1 min -- 1min_coeff 

Table 3 Information of observation and validation data 

Number Longitude Latitude Height 

Observation point (1#) 121.9294 30.0686 54.5 m 

Validation point (2#) 121.9265 30.0659 54.5 m 

Validation point (3#) 121.9235 30.0632 54.5 m 
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Fig. 5 Mean wind velocity at validation point (2#) 

 

Fig. 6 Mean wind velocity at validation point (3#) 

  
(i) Wind field during 20:40-20:50 (ii) Wind field during 21:10-21:20 

  
(iii) Wind field during 21:40-21:50 (iv) Wind field during 22:10-22:20 

(a) WRF without observation-nudging method 
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18:00 19:00 20:00 21:00 22:00 23:00 00:00
0

5

10

15

20

Time (hour)

M
ea

n 
w

in
d

 s
pe

ed
 (

m
/s

)

Average Wind Velocity

 

 

Case-0

Case-1

Case-2

Observation

18:00 19:00 20:00 21:00 22:00 23:00 00:00
0

5

10

15

20

25

Time (hour)

M
ea

n 
w

in
d
 s

pe
ed

 (
m

/s
)

Average Wind Velocity

 

 

Case-0

Case-1

Case-2

Observation

136



 

Spatial correlation-based WRF observation-nudging approach in simulating regional wind field 

 

 

 

 

 

 

  
(i) Wind field during 20:40-20:50 (ii) Wind field during 21:10-21:20 

  
(iii) Wind field during 21:40-21:50 (iv) Wind field during 22:10-22:20 

(b) Original WRF observation-nudging method 

  
(i) Wind field during 20:40-20:50 (ii) Wind field during 21:10-21:20 

  
(iii) Wind field during 21:40-21:50 (iv) Wind field during 22:10-22:20 

(c) Spatial correlation-based WRF observation-nudging method 

Continued- 

137



 

Hehe Ren, Shujin Laima, Wen-Li Chen, Anxin Guo and Hui Li 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7 The wind field obtained from WRF without nudging method, original observation-nudging method and spatial 

correlation-based observation-nudging method. Each subgraph from left to right are the contours of wind velocities (z = 

54.5 m) at 2014_09_22_20:50:00 ~ 2014_09_22_22:20:00, the increment is 30min 

  
(i) Mean wind speed during 20:40-20:50 (ii) Mean wind speed during 21:10-21:20 

  
(iii) Mean wind speed during 21:40-21:50 (iv) Mean wind speed during 22:10-22:20 

(a) Mean wind velocity 

  
(i) Mean wind direction during 20:40-20:50 (ii) Mean wind direction during 21:10-21:20 

  
(iii) Mean wind direction during 21:40-21:50 (iv) Mean wind direction during 22:10-22:20 

(b) Mean wind direction 

Fig. 8 The average wind characteristics of the bridge span under spatial correlation-based observation-nudging method 
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Based on the validation results, it can be concluded that 

the spatial correlation-based WRF observation-nudging 

approach has a good ability to accurately capture the local 

wind field under the terrain effects if there is observation 

data. In addition, the proposed method has much better 

accuracy than original WRF observation-nudging method 

and WRF without nudging method. 

Fig. 7 shows the contours of wind velocities at 

2014_09_22_20:50:00 ~ 2014_09_22_22:20:00, at z = 54.5 

m. The time increment is 30 min from left to right of each 

subgraph. As shown in Fig. 7, the wind field around the 

observation location can be greatly corrected by the 

observation-nudging method. At the bridge site, the wind 

blow into the valley between two mountains. However, in 

the simulation of WRF without nudging method, the 

diversion and acceleration effects of valley are not fully 

reflected. While in the original WRF observation-nudging 

simulation, although the observed wind velocity guides the 

simulation, but the influence is only dependent on the 

distance, i.e., the effects of observation data to the 

surrounding wind field is the same at the same distance 

from observation point. Therefore, the effect diffuses as a 

rigid disk moving. Obviously, it is unreasonable in the 

simulating the wind field over complex terrains. Because, as 

is well known, the natural wind is severely affected by the 

configuration of boundary layer, in the simulation of the 

spatial correlation-based observation-nudging approach, the 

wind field is clearly reflected the effect of the terrain and 

atmospheric circulation over time. From the perspective of 

wind field, it is true that the spatial correlation-based 

observation-nudging method is with more physical sense. 

 

 

4. Wind characteristics based on spatial correlation-
based WRF observation-nudging approach 

 

From the wind field analysis in section 3, it can be seen 

clearly that the wind field obtained by spatial correlation-

based observation-nudging method is more accurate and the 

physical sense is clearer. Therefore, the discussion in this 

section is mainly carried out under the spatial correlation-

based observation-nudging method. 

First, in Fig. 7(c), it exhibits obvious inhomogeneous 

characteristics of wind field along the bridge span, so that 

the bridge is subjected to an external load with spanwise 

characteristic, which is also the reason why the wind field 

surrounding the structure needs to be simulated accurately. 

Next, the wind field inhomogeneity is discussed in detail 

from the average wind characteristics along the bridge span, 

as shown in Fig. 8, where the four moments correspond to 

the above-mentioned flow field moments in Fig. 7. 

Fig. 8(a) shows the average wind velocity. The effects of 

terrain and wind direction can be seen clearly from the 

average wind velocity in Fig. 8(a). During the time of 

20:40~20:50, the wind comes from southeast direction, so 

the north side of bridge is dramatically affected by the 

mountain, indicating that the average velocity of north side 

of bridge is smaller than the south side. On the contrary, for 

the time interval of 21:10~21:20, 21:40~21:50 and 

22:10~22:20, the wind comes from southwest direction, at 

these time intervals, the south side of bridge is remarkably 

affected by the mountain, and the average velocity is 

smaller than that at the north side. The influences of 

mountain from the magnitude comparison of average 

velocity between 1/4 central span and 3/4 central span in 

Fig. 8(a). Additionally, the average wind direction also 

presents remarkable inhomogeneity in Fig. 8(b). 

In general, the local wind field shows a large extent of 

inhomogeneity under complex terrain surroundings. 

 

 

5. Conclusions 
 

In this paper a spatial correlation-based observation-

nudging method to consider the multi-physical processes 

such as terrain and wind direction is proposed. Three 

simulation cases are conducted to analyze and compare the 

pros and cons of different methods, the comparison results 

show that the proposed spatial correlation-based 

observation-nudging method has obvious superiority for 

both the wind field and the single point wind velocity. 

Following conclusions can be obtained. 

First, the validation test indicates that the average error 

of mean wind velocity obtained by spatial correlation-based 

observation-nudging method is dramatically improved, 

from -42.26% for the WRF without nudging method,  

-27.50% for the original WRF observation-nudging method, 

down to -7.13%. Furthermore, the results at other two 

locations also validate that the proposed method is much 

better than the original observation-nudging method and 

WRF without nudging method. 

Then, from the perspective of wind field, the simulation 

results obtained by WRF without nudging method deviate 

greatly, which cannot fully reflect the influence of valley. 

For original observation-nudging method, the effect of 

observed value diffuses as a rigid disk moving, which is 

unreasonable in the simulating wind field over complex 

terrains. However, for the spatial correlation-based 

observation-nudging method, the wind field is clearly 

reflected the influence of the terrain and atmospheric 

circulation over time, which is more accuracy and physical 

sense. 

Finally, by analyzing the wind field and average wind 

characteristics along the bridge span under spatial 

correlation-based observation-nudging method, it can 

observe that wind field exhibits obvious inhomogeneous 

characteristics along the bridge span, and it is reasonable 

and effective to consider the influence of the physical 

process such as terrain. 
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