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Abstract. In this study, an output-only modal identification approach is proposed for decentralized wireless
sensor nodes used for linear structural systems. The following approaches are implemented to achieve the
objective. Firstly, an output-only modal identification method is selected for decentralized wireless sensor
networks. Secondly, the effect of time-unsynchronization is assessed with respect to the accuracy of modal
identification analysis. Time-unsynchronized signals are analytically examined to quantify uncertainties and
their corresponding errors in modal identification results. Thirdly, a modified approach using complex mode
shapes is proposed to reduce the unsynchronization-induced errors in modal identification. In the new way,
complex mode shapes are extracted from unsynchronized signals to deal both with modal amplitudes and with
phase angles. Finally, the feasibility of the proposed approach is evaluated from numerical and experimental
tests by comparing with the performance of existing approach using real mode shapes.

Keywords: output-only modal identification; wireless sensor network; time-delayed signals; time-unsyn-
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1. Introduction

 

Structural health monitoring (SHM) systems are widely adopted to monitor the structural responses,

to detect damage, and to assess the effect of damage on the structural integrity. Many researchers

have developed novel sensing technologies and damage monitoring techniques for the vibration-

based SHM applications (Doebling et al. 1998, Farrar 2001, Kim et al. 2003, Lee and Yun 2006,

Nagayama 2007, Park 2009, Park and Kim 2009). Recently, many long-span bridges have the SHM

systems installed during their constructions. Tsing Ma Suspension Bridge in Hong Kong and Seohae

Grand Bridge in Korea are two good examples among many others around the world. 

The SHM system is consisted of many sensors, signal transmitting wires, data acquisition (DAQ)

instruments, and a centralized data storage server. Once data are stored by wired transmission into
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the centralized servers, the off-line signals are processed for information analysis, damage monitoring, and

safety evaluation. However, the costs associated with installation and maintenance of the wired

SHM systems can be very high. For example, the Tsing Ma Suspension Bridge in Hong Kong was

instrumented with over 350 sensors and a wired-based monitoring system which costs over 8

million US dollars (Farrar 2001). Furthermore, the cost and time for installation of the wired SHM

system are inefficient since the installation cost is up to 25% of total system cost and the installation

time can be over 75% of the total installation time (Straser and Kiremidjian 1998).

The high cost associated with the wired SHM system can be greatly reduced by adopting wireless

sensor networks (Lynch et al. 2006). One of great advantages for using wireless sensors is that

autonomous operations can be implemented for SHM by embedding advanced system technologies

into wireless sensor nodes. Therefore, the new paradigm by adopting wireless sensor nodes may

offer, but not limited, automated and cost-efficient SHM (Lynch et al. 2003, Nagayama et al. 2007,

Weng et al. 2008, Park et al. 2010). However, there also exist several problems that should be

solved in order to realize the SHM using wireless sensor nodes. Those issues include time-

synchronization among smart sensor nodes, limited memory and battery power, and embedded

algorithms for damage detection (Straser and Kiremidjian 1998, Lynch et al. 2003, Spencer et al.

2004, Kurata et al. 2005, Nagayama et al. 2007, Krishnamurthy et al. 2008, Lu et al. 2008,

Nagayama et al. 2009, Park et al. 2008, 2010, Park 2009). 

Among those, many researchers have noticed the importance of time-synchronization in wireless

sensor networks (Nagayama 2007, Weng et al. 2008, Krishnamurthy et al. 2008). Nagayama (2007)

verified mathematically that the error of time-synchronization affects mode-shapes estimated by the

NExT/ERA (Natural Excitation Technique/Eigensystem Realization Algorithm) method. He proposed a

resample-based algorithm using curve-fitting and low-pass filters to minimize the error due to time-

unsynchronization effects. Krishnamurthy et al. (2008) evaluated the effect of time-synchronization

on the frequency domain decomposition method by using numerical and experimental tests. They

developed techniques of avoiding time-unsynchronization effects by matching local clocks. However,

their modal identification approaches were rather oriented to wired systems but not wireless systems. 

In this study, an output-only modal identification approach is proposed for decentralized wireless

sensor nodes used for linear structural systems. The following approaches are implemented to

achieve the objective. Firstly, an output-only modal identification method is selected for decentralized

wireless sensor networks. Secondly, the effect of time-unsynchronization is assessed with respect to

the accuracy of modal identification. Time-unsynchronized signals are analytically examined to quantify

uncertainties and their corresponding errors in modal identification results. Thirdly, a modified

approach using complex mode shapes is proposed to reduce the unsynchronization-induced errors in

modal identification. In the new way, complex mode shapes are extracted from unsynchronized

signals to deal both with modal amplitudes and with phase angles. Finally, the feasibility of the

proposed approach is evaluated from numerical and experimental tests by comparing with an

existing approach using real mode shapes.

 

2. Output-only modal identification methods for wireless sensor networks

 

To date, many output-only modal identification methods have been developed. They can be classified

into frequency domain and time domain methods. As the frequency domain methods, peak-peaking

(PP) method (Bendat and Piersol 1993) and frequency domain decomposition (FDD) method (Brinker
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et al. 2001) are broadly used for experimental modal analysis. The time domain methods include

Ibrahim time domain (ITD) method (Ibrahim and Mikulcik 1977), eigensystem realization algorithm

(ERA) method (Juang and Pappa 1985), stochastic subspace identification and balanced realization

(SSI/BR) method (Overschee and De Moor 1996), and SSI and canonical variate analysis (SSI/

CVA) method (Hermans and Van Der Auweraer 1999). 

Yi (2001) and Yi and Yun (2004) evaluated the performances of the output-only modal identification

methods by numerical and experimental tests. Based on the evaluation results, they concluded as:

the ERA, SSI/BR, and SSI/CVA methods are more reliable and accurate but require larger computation

time than others; and the FDD or ITD methods have the computational efficiency and the reasonable

accuracy.

For implementing the output-only modal identification under wireless sensor networks, a time-

domain method, ERA, was considered by Nagayama et al. (2009). In order to implement the ERA

method into wireless sensors, as shown in Fig. 1, Nagayama et al. (2009) proposed a decentralized

correlation function estimation scheme to overcome the shortages of the ERA method that requires

Fig. 1 Decentralized correlation function estimation for ERA (Nagayama et al. 2009)

Fig. 2 Decentralized FDD method (Zimmerman et al. 2008)
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large memory capacity, manipulation of large matrices and many data to be transmitted from

wireless sensors. In that case, the total data to be transmitted are reduced to N+N/2×(ns-1) where N

is the number of data and ns is the number of sensors while the total data in a centralized network is

N×(ns-1). That is, the total data is reduced to about 50% by using the decentralized scheme.

Although the number of data is reduced, a sentry node (i.e., Node 1 in Fig. 1) still needs a large

memory repository when a number of sensors are involved. 

On the other side, Zimmerman et al. (2008) considered the FDD method which is one of

frequency domain methods as shown in Fig. 2. By assuming that modal frequencies are known in

prior, the total data to be transmitted can be quite reduced to (2×(ns-1)+2×(ns-2))×(NM) where NM

is the number of vibration modes. Note that each sensor node transmits only real and imaginary

values (i.e., 2 values) for each known frequency after fast Fourier transform (FFT) into the designed

next sensor node. Assuming that the number of sensors, data and modes are 7 (ns = 7), 1024 (N =

1024) and 4 (NM = 4), respectively, the total data is reduced to about 1.4%. The number of

transmitting data can be more reduced if the reference sentry node can broadcast data to all other

leaf nodes. In that case, the total data becomes to (2+2×(ns-1))×(NM) and is reduced to about 0.9%. 

The amount of computation and the number of data to be transmitted are directly associated with

the efficiency of energy depending on battery power. Based on the above considerations, in this

study, the decentralized FDD method was selected to extract mode shapes under wireless sensor

networks, in which the reference sentry node can broadcast data to all other leaf nodes.

3. Modal identification approach for time-unsynchronized signals

 

Time-synchronization is an important topic in the area of wireless sensor networks (Nagayama 2007,

Krishnamurthy et al. 2008). In modal identification process, time-synchronization errors cause

mode-shape phases and result in mode-shape errors as well as fault damage detection. In this study,

a modified FDD approach using complex mode shapes is proposed to reduce the unsynchronization-

induced errors in modal identification. In the new way, complex mode shapes are extracted from

unsynchronized signals to deal both with modal amplitudes and with phase angles.

The FDD method estimates modal parameters (i.e., natural frequencies and mode-shapes) by

utilizing the singular value decomposition (SVD) of the power spectral density (PSD) matrix. The

process of FDD method is summarized as below (Brincker et al. 2001):

(1) To acquire a set of output responses xi(t)(i = 1,...,n) from n sensors on a structure;

(2) To construct PSD matrix as the following Eq. (1) by using cross-spectral density function

Skm(ω) = E[Xk (ω, T)Xm(ω, T)]/T, where Xk(ω, T) and Xm(ω, T) are frequency responses

calculated by Fourier transforms of xk(t) and xm(t) for a constant interval T, respectively, and ω

is an arbitrary frequency.

(1)

where Sn×n(ω) is the n×n PSD matrix for output responses;

(3) To decompose the PSD matrix by using the SVD

(2)

 

Sn n× ω( ) U ω( )
T
Σ ω( )V ω( )=
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where Σ(ω) is a n×n diagonal matrix containing the singular values of its PSD matrix, and U(ω)

and V(ω) are n×n unitary matrices. U(ω) is equal to herein V(ω) since Sn×n(ω) is symmetric;

(4) To take the main diagonal σi( )(i = 1,..., n) of  for all frequencies ;

(5) To find peak frequency ωp(p = 1,...,NM) (i.e., natural frequency) in the first singular values

σ1( ), where ωp denotes the pth peak frequency,  and NM is the number of modes; and

(6) To extract mode shapes from the first column vector of U(ωp) at the corresponding peak

frequency ωp.

Generally, many types of civil structures can be assumed as linear structural systems with light

damping. If vibration signals of multiple locations in a linear structure are measured simultaneously,

the PSD matrix and U(ω) (i.e., mode shapes) are consisted of only real values. Assuming the data

measured from the kth sensor is delayed t0, however, the PSD matrix for the pth peak frequency ωp is

changed as follow (Krishnamurthy et al. 2008)

(3)

By the singular value decomposition of the PSD matrix, the pth modal value at the kth location

( ) is obtained by

(4)

where  is a complex value, j denotes  and φpk is the pth modal value without time-delay at the kth

location. In this case, the exact mode shape can be obtained from the magnitude of a complex value

(i.e., the absolute value of ) as shown in Eq. (5). In addition, the time-delay t0 can be estimated by

Eq. (6).

(5)

(6)

where θpk is the phase angle of complex mode shape . Note that  and θpk are extracted by the

FDD technique. The procedure to obtain exact mode shapes from time-unsynchronized signals is

summarized as following two steps.

Step 1: Complex mode shapes from time-unsynchronized signals are extracted by the general

FDD process as aforementioned; 

Step 2: Exact modal values are calculated by using Eq. (5) for each modal values of the complex

mode shapes.

In general, complex mode-shapes appear under the following circumstances (Ewins 2000, Maia and

Silva 1997): 1) when measurement is poor; 2) when damping is distributed in a non-proportional

way; 3) when operational deflection shapes, which is not mode-shapes, are extracted; 4) when

structures contain rotating components; and 5) when two or more modes are closely spaced. Among

those, the last three reasons are not necessarily considered for civil structures such as bridges. The

operational deflection shapes can be identified if dynamic properties of the structure are known. The

phase of mode-shape caused by rotating components is mainly extracted in mechanical systems with

ϖ Σ ϖ( ) ϖ

ϖ ωp ϖ∈

 

φmk

φpk jωpt0–( )φpkexp=

φpk 1–

φpk

φpk sign cos θpk( )[ ] φpk×=

t0 θpk/ωp=

φpk φpk
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turbine or aircrafts. Also, the modes of civil structures are relatively well-separated.

For the first reason, the complex mode shape is mainly occurred by the changed phase angle

shifted due to experimental noise and it becomes worse in phase-angle shift when the systematic

error is caused by time-unsynchronization (Park 2009). The second reason is usually associated with

structural joint and structural damage. In general, mode-shapes are approximately extracted from

real values of complex mode-shapes (hereafter, real mode-shape) by assuming that damping is

changed relatively small at the structural joint and damaged location. To use magnitudes of complex

mode-shapes (hereafter, complex mode-shape) as shown in Eq. (5), therefore, the effect for noise

and damage on modal identification should be investigated in detail. 

 

4. Evaluation of time-unsynchronization effect on modal identification approach

 

In order to evaluate the effect of time-unsynchronization on the proposed modal identification

approach, numerical and experimental tests are performed. For the numerical tests, a free-free beam

with only one-rigid-body mode in translation and a simply supported beam are used. For the

experimental test, a free-free aluminum beam is utilized. 

 

4.1 Numerical evaluation 1: free-free beam

4.1.1 Test model for numerical evaluation

A 1-D free-free beam with only one rigid-body mode in translation was assumed for numerical

evaluation of the proposed modal identification approach. Note that the free-free beam has two

rigid-body modes (translation and rotation). If signals from several sensors on the beam are

measured, the signals would be the same and a mode-shape of the beam would be horizontally

straight. The test configuration of the beam is shown in Fig. 3(a). Dynamic displacement from the

jth sensor on the ith test beam, yij (i = 1,2,..., m; j = 1,2,..., n), was considered to a sine wave with

damping as

(7)

where fi and ζi are natural frequency and damping ratio, respectively, for rigid-body motion of the ith

test beam. 

Three test beams with different natural frequencies (m = 3) were considered in this study as 10

Hz, 20 Hz and 50 Hz. Note that the practically measurable modal frequency in large civil structures

is generally less than 50 Hz. The damping ratio was fixed to 2% for each test beam. The number of

sensors was considered to be 21 (n = 21). The 5,000 signal data with sampling rate of 500 Hz were

calculated for each test beam by using MATLAB because the signal were fully decayed before 10

seconds. Modal values extracted for each test beam are constant at all sensor locations. Also,

normalized modal values by a modal value at Sensor 1 (i.e., reference sensor) have unity as shown

in Fig. 3(b).

4.1.2 Time-unsynchronization effect on modal identification

To evaluate the effect of time-unsynchronization on modal identification, the time-delay was

artificially injected to each of 21 sensors. As outlined in Table 1, time-delay scenarios were designed

yij 0.03sin 2πfit( )e
2ζ

i
π f

i
t–( )

=
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for 21 sensors. Given no-delayed Sensor 1 as the reference, the minimum time delay of 2.5 ms was

set to Sensor 2 and the maximum time delay of 50 ms was set to Sensor 21. Fig. 4 shows no-

Fig. 3 Free-free beam with a rigid-body motion and test configuration

Fig. 4 No-delayed original signals (Sensor 1) vs time-delayed signals (Sensor 3)

Table 1 Time-delay scenarios for 21 sensors (Maximum of 50 ms delay)

 Sensor No.  1  2  3  4  5  6  7

 Delay (ms)  0  2.5  5  7.5  10  12.5  15

 Sensor No.  8  9  10  11  12  13  14

 Delay (ms)  17.5  20  22.5  25  27.5  30  32.5

 Sensor No.  15  16  17  18  19  20  21

 Delay (ms)  35  37.5  40  42.5  45  47.5  50
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delayed original signals from Sensor 1 and 5 ms-delayed signals from Sensor 3 for 10 Hz (Test

Beam 1), 20 Hz (Test Beam 2), and 50 Hz (Test Beam 3), respectively.

For FFT process, 4,096 signal data obtained from each sensor were applied to the FDD method.

Also, a rectangular window was applied but without using the overlapping technique. The FDD

results for the three test beams are shown in Figs. 5-7. In the figures, the time-delays on the horizontal

axis (0~50 ms) are corresponding to the sensor numbers (1~21, as listed in Table 1). Also, the

normalized modal values, which were obtained using Sensor 1 (i.e., the no-delayed signals) as the

reference, were measured with respect to each sensor that is matched to each time-delay. 

In Fig. 5, the FDD results of Test Beam 1 with natural frequency of 10 Hz indicate: 1) time-delay

induces error in real mode-shape after 0.5 ms and 2) complex mode-shapes are error-free if time-

delay is less than 25 ms. In Fig. 6, the FDD results of Test Beam 2 with natural frequency of 20 Hz

indicate: 1) time-delay induces error in real mode-shape after 0.3 ms and 2) complex mode-shapes

Fig. 5 Mode shapes of test beam 1 ( f = 10 Hz) for maximum delay of 50 ms

 Fig. 6 Mode shapes of test beam 2 ( f = 20 Hz) for maximum delay of 50 ms
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are error-free if time-delay is less than 12.5 ms. In Fig. 7, the FDD results of Test Beam 3 with

natural frequency of 50 Hz indicate: 1) time-delay induces error in real mode-shape after 0.1 ms

and 2) complex mode-shapes are error-free if time-delay is less than 5 ms.

In the figures, real mode-shapes were completely affected by the time-delays. Modal values of the

real mode-shapes were changed by any levels of time-delays. However, complex mode-shapes were

not changed by the time-delays until the mode shape phases were changed larger than 90 degree.

Note that the sign of the complex mode-shape in Eq. (5) is changed when the mode-shape phase is

larger than 90 degree. From these results, an upper limit of time-delay for the proposed approach

using the complex mode-shape is decided as follow

(8)

where t0
Lim is the upper limit of time-delay for using the complex mode-shape and  is the highest

natural frequency considered for modal identification. 

In general, time-delay occurred in wireless sensor nodes is less than a few milliseconds when a

time-synchronization algorithm is adopted in wireless sensor network (Mechitov et al. 2004, Elson

et al. 2002, Maroti et al. 2004). Therefore, additional tests were performed for the maximum time-

delay of 2 ms as shown in Table 2. In Figs. 8-10, the time-delays on the horizontal axis (0-2 ms) are

corresponding to the sensor numbers (1~21, as listed in Table 2). Also, the vertical axis represents

normalized modal values with respect to Sensor 1 (i.e., the no-delayed signals). In Figs. 8-10, the

t0
Lim 1

4fTarget
----------------<

fTarget

 Fig. 7 Mode shapes of test beam 3 ( f = 50 Hz) for maximum delay of 50 ms

Table 2 Time-delay scenarios for 21 sensors (Maximum of 2 ms)

 Sensor No.  1  2  3  4  5  6  7

 Delay (ms)  0  0.1  0.2  0.3  0.4  0.5  0.6

 Sensor No.  8  9  10  11  12  13  14

 Delay (ms)  0.7  0.8  0.9  1.0  1.1  1.2  1.3

 Sensor No.  15  16  17  18  19  20  21

 Delay (ms)  1.4  1.5  1.6  1.7  1.8  1.9  2.0
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maximum time-delay of 2 ms induces the maximum errors in real mode-shapes as follows: 0.8%

for Test Beam 1 (f = 10 Hz), 3.2% for Test Beam 2 ( f = 20 Hz), and 19.2% for Test Beam 3 ( f = 50 Hz),

respectively. Meanwhile, complex mode-shapes remain almost error-free with the maximum errors

of 0.01%, 0.04% and 0.08%, respectively. Note that those errors are negligibly small in practice.

To evaluate the performance of the proposed output-only modal identification approach, random

time-delay within 2 ms was injected for each sensor. Fig. 11(a) shows the time-delays applied for 21

sensors. The maximum time delay is about 1.8 ms at Sensor 17 and the minimum time-delay is

about 0.002 ms at Sensor 18. Figs. 11(b)-11(d) show real mode-shapes and complex mode-shapes

identified for the three test beams. For each test beam, the maximum error of real mode-shape

due to the time-delay is appeared at Sensor 17 which has the maximum time-delay. Meanwhile,

the complex mode-shapes remain almost error-free with the maximum errors of 0.003%, 0.001%

and 0.01%, respectively. These results are similar to those of Figs. 8-10. However, the minimum

errors of both real and complex mode-shapes were occurred at Sensor 15 since the mode-shapes

calculated by the FDD method were normalized. Note that the minimum time-delay was injected

at Sensor 18.

 Fig. 8 Mode Shapes of Test Beam 1 ( f = 10 Hz) for maximum delay of 2 ms

Fig. 9 Mode shapes of test beam 2 ( f = 20 Hz) for maximum delay of 2 ms
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4.1.3 Noise effect on modal identification

To evaluate the effect of noise on modal identification, white noises were injected in original

signals. As shown in Table 3, the maximum noise level is about 20% in root-mean-square (RMS)

level. For FFT process, 4,096 data obtained from each sensor were applied to the FDD method.

Also, a rectangular window was applied but without using overlapping technique PSD calculation.

The FDD results for the test beams are shown in Figs. 12(a)-12(c). In the figures, the noise level on

the horizontal axis is corresponding to sensor numbers (see Table 3) and the vertical axis is modal

values normalized by a modal value obtained from Sensor 1 (i.e., original signal). As shown in Fig.

Fig. 10 Mode shapes of test beam 3 ( f = 50 Hz) for maximum delay of 2 ms

Fig. 11 Mode shape of three test beams for random time-delay
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12, both of the real mode-shapes and complex mode-shapes are changed by noises. However, the

relative differences between the two sets of mode-shapes are less than 0.02%. It is noticed that the

change in the mode-shape phase caused by the injected noise is very small.

4.2 Numerical evaluation 2: simply supported beam

4.2.1 Test model for numerical evaluation
To evaluate the applicability of the proposed output-only modal identification approach, additional

tests were numerically performed for a simply supported steel beam. The beam model with span length

of 12 m was established by line elements as shown in Fig. 13. The material properties of the beam

model are as follows: the elastic modulus E = 200 GPa, moment of inertia I = 4.287×10-5 m4, mass

density m = 7,860 kg/m3 and Poisson’s ratio υ = 0.3. 

To calculate acceleration responses of the test beam by impact force, the first three bending modes

were considered in this study. The natural frequencies for the first three bending modes are 6.524

Hz, 25.907 Hz, and 57.463 Hz, respectively. The impact force was excited at a location of Sensor 3.

Modal damping of 5% was applied for each mode. The 3,000 acceleration data with sampling rate

of 1 kHz were acquired from the 9 sensor locations by using a finite element (FE) analysis software

SAP2000. The acceleration signals were fully decayed before 3 seconds.

Table 3 Injected-white noises for 21 sensors

 Sensor No.  1  2  3  4  5  6  7

 Noise (%)  0  1  2  3  4  5  6

 Sensor No.  8  9  10  11  12  13  14

 Noise (%)  7  8  9  10  11  12  13

 Sensor No.  15  16  17  18  19  20  21

 Noise (%)  14  15  16  17  18  19  20

Fig. 12 FDD results for signals with white noise: Real vs Complex mode-shapes

Fig. 13 Simply supported beam and test configuration
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4.2.2 Time-unsynchronization effect on modal identification

To investigate the time-unsynchronization effect, random time-delay within 2 ms was artificially

injected for Sensors 2-8. Note that the acceleration responses from Sensor 1 and Sensor 9 are

unrelated to the time-synchronization since they have zero values. Fig. 14(a) shows the time-delays

applied for the 7 sensors. The maximum time delay is about 1.8 ms at Sensor 3 and the minimum

time-delay is about 0.09 ms at Sensor 6. Figs. 14(b)-14(d) show original mode-shapes extracted

from acceleration signals without time-delay, and they are compared with time-delayed real mode-

shapes and time-delayed complex mode-shapes extracted from acceleration signals with time-delay.

The differences between the original mode shapes and time-delayed real and complex mode shapes

Fig. 14 Mode shapes of simply supported beam for random delay

Fig. 15 Mode shape differences due to time-delay for simply supported beam
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were calculated as shown in Fig. 15. For each mode, the maximum difference of real mode-shape

due to the time-delay is appeared at Sensor 3 which has the maximum time-delay. Meanwhile, the

complex mode-shapes for the first three bending modes remain almost error-free with the maximum

differences of 0.0684×10-3, 0.0151×10-3 and 0.012×10-3, respectively. These results are similar to those

of the previous tests on the free-free beams.

4.3 Experimental evaluation

4.3.1 Test beam for experimental evaluation

As described in Fig. 16, a free-free aluminum beam was selected as a test structure. The geometrical

and material properties of the test beam are as follows: the length L = 0.56 m, the rectangular cross-

section t × H = 0.01 m × 0.04 m, the elastic modulus E = 70 PGa, Poisson’s ratio υ = 0.33, and mass

density 2700 kg/m3.

The structural geometry and experimental layout with sensor arrangements are shown in Fig.

16(a). Seven accelerometers were selected to measure the motion of the structure in the z-direction

(i.e., the vertical direction to sense out-of-plane motions) and equally distanced (i.e., 0.092 m) along

the longitudinal direction. Impulse loads were applied to a location 0.06 m distanced from the left

edge (e.g., about one-ninth of span length) by using a Dytran impulse hammer 5801A. Acceleration

responses were measured by using Dytran 3101BG miniature accelerometers mounted along the

center line. The accelerometers have the sensitivity of 10 mV/g, the measurable frequency range of

1 Hz - 10 kHz and the measurable acceleration range of -500 g - 500 g. A data acquisition system

which included two 8-channel, 24-bit National Instrument PXI-4472 data acquisition (DAQ) cards,

PXI-8186 controller, and LabVIEW was set up to measure signals from the accelerometers. Sampling

frequency was set to 8.0 kHz and total 8,450 discrete data were acquired from each measure, by

considering preliminary information on target frequency range of 0 - 2 kHz of the target structure.

Four damage scenarios were selected as listed in Table 4 and also depicted in Fig. 17. Two cracks

were inflicted at a point near the center (x/L = 0.466) and another near the right edge (x/L = 0.935).

Fig. 16 Experimental setup on free-free beam
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Also, two levels of damage-sizes were introduced by sawing off 25% (a/t = 0.25) and 50% (x/

L = 0.5) of the beam thickness (t), respectively, as shown in Fig. 17(a).

4.3.2 Damage effect on modal identification

For the undamaged and 4 damage cases, experimental tests were performed to analyze the effect

of damage on modal identification. Real mode-shapes (see Fig. 18) and complex mode-shapes (see

Fig. 19) of the first four modes were extracted from the measured acceleration responses of the

tests. The corresponding natural frequencies measured for the undamaged and 4 damage cases are

outlined in Table 5. To investigate the effect of damage on modal identification, damage-induced

changes in the real mode-shapes were compared with damage-induced changes in the complex

mode-shapes of the four modes. Figs. 20 and 21 show the changes in the first four real and complex

mode-shapes due to damage, respectively. That is, the “y” axis in Figs. 20-21 means the difference

between modal values at the undamaged case and each damage case. The changes in mode shapes

due to damage are almost identical, nonetheless of the choice of real or complex mode-shapes. Fig. 22

illustrates the differences between damage-induced changes in real mode shapes (i.e., Fig. 20) and

those of complex mode-shapes (i.e., Fig. 21). For all of four modes, the changes are similar and

negligibly small in practice. 

4.3.3 Time-unsynchronization effect on modal identification

A set of data measured at undamaged state were used to investigate the effect of time-

unsynchronization. As outlined in Table 6, time-delays of 0.125 ms and 0.25 ms were artificially

Fig. 17 Damage locations and sawed cuts

Table 4 Damage scenario of experimental tests

 Case  Damage location (x/L) Damage size (a/t)

 Damage 1  0.466  0.25

 Damage 2  0.466  0.5

 Damage 3  0.466, 0.935  0.5, 0.25

 Damage 4  0.466, 0.935  0.5, 0.5
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Fig. 18 Real mode-shapes measured for undamaged case and four damage cases

Fig. 19 Complex mode-shapes measured for undamaged case and four damage cases
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injected into the acceleration data measured from Sensor 3, while the acceleration data of all other

sensors remain on synchronized condition. That is, the normal signals of Sensor 3 were shifted into

time-unsynchronized signals by time-delays of 0.125 ms and 0.25 ms, respectively. Note that results

for the other sensors were similar to those for Sensor 3 since the proposed method is related to the

time delays of a measurement system such as wireless sensors, but not structural vibration

characteristics. 

Next, the FDD method was utilized to extract real mode shapes and complex mode-shapes from

the acceleration data of the seven sensors, among which Sensor 3 was unsynchronized as simulated

in Table 6. Fig. 23 shows the first four real mode-shapes and Fig. 24 shows the corresponding

complex mode-shapes. As shown in those figures, the real mode-shapes are changed remarkably in

modes 2-4 due to both 0.125 ms and 0.25 ms time-delays but the complex mode-shapes remain

Table 5 Natural frequencies for undamaged and four damage cases

Case
Natural frequency (Hz)

Mode 1 Mode 2 Mode 3 Mode 4

Undamaged 165.039 452.148 880.859 1445.31

Damage 1 163.086 451.172 873.047 1442.38

Damage 2 158.203 451.172 856.445 1436.53

Damage 3 158.203 450.195 855.469 1432.62

Damage 4 158.203 450.195 851.563 1416.02

 Fig. 20 Damage-induced Real mode-shape changes
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Fig. 21 Damage-induced Complex mode-shape changes

Fig. 22 Differences between damage-induced Real mode-shape changes and damage-induced Complex mode-
shape changes
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Fig. 23 Real mode-shape change due to time-delays

Fig. 24 Complex mode-shape changes due to time-delays
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Fig. 25 Errors of Real mode-shapes due to time-delay

Fig. 26 Errors of Complex mode-shapes due to time-delay
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almost unchanged except in mode 4 (due to 0.25 ms time-delay). It is noticed that time-delays

affected to mode shapes depending on the level of natural frequencies. As a lower frequency mode,

mode 1 was less affected by the selected time-delays. But the other modes were relatively affected

by the time-delays. In detail, the differences between the no-delayed and time-delayed results were

calculated as shown in Figs. 25 and 26. As shown in Fig. 25, the time-delays lead to larger errors in

higher modes of the real mode-shapes. As shown in Fig. 26, for the complex mode-shapes except

mode 4 due to 0.25 ms time-delay, small errors are also occurred but the errors may be negligible in

practice. Note that 0.25 ms time-delay for mode 4 exceeds the upper limit of time-delay for using

the complex mode-shape (i.e., 0.173 ms estimated by Eq.(8)).

 

4.3.4 Time-unsynchronization effect on damage-induced mode shape changes 

The unsynchronized data in Figs. 23 and 24 were further analyzed to investigate the effect of

time-unsynchronization on damage-induced mode-shape changes. Note that the data measured from

Sensor 3 was artificially simulated to generate unsynchronized time-delayed signals, as outlined in

Table 6. The differences between real and complex modal values were calculated for the undamaged

Table 6 Artificially simulated time-delays in experimental data

Time-unchronized
sensor

Time delay (ms)

Case 1 Case 2

Sensor 3 0.125 0.25

Fig. 27 Time-unsynchronization effect on damage-induced Real mode shape changes



80  Jae-Hyung Park, Jeong-Tae Kim and Jin-Hak Yi

and four damage cases. The data measured at Damage Case 2 was used to investigate the effect of

time-unsynchronization on damage-induced mode-shape changes. Note that one of the four damage

cases (i.e., Damage Case 2) was presented since the results for the other damage cases were similar.

The effect of time-unsynchronization on damage-induced mode shape changes were estimated for

real mode-shapes and complex mode-shapes, as shown in Figs. 27 and 28, respectively. For the real

mode-shapes (Fig. 27), the time-delays lead to significant errors in damage-induced real mode-shape

changes. These errors may result in false-alarms in mode-shape-based damage detection results. For

the complex mode-shapes (Fig. 28), the time-delays cause relatively small errors except mode 4 due

to 0.25 ms time-delay. Therefore, the feasibility of a mode shape measured by wireless sensors

should be evaluated with respect to the allowable time-delay and the accuracy of damage-induced

mode shape changes.

5. Conclusions

In this study, an output-only modal identification approach was proposed for decentralized wireless

sensor nodes used for linear structural systems. The following approaches were implemented to achieve

the objective. Firstly, an output-only modal identification method was selected for decentralized

wireless sensor networks. Secondly, the effect of time-unsynchronization was assessed with respect

to the accuracy of modal identification analysis. Time-unsynchronized signals were analytically

examined to quantify uncertainties and their corresponding errors in modal identification results.

Fig. 28 Time-unsynchronization effect on damage-induced Complex mode shape changes
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Thirdly, a modified approach using complex mode shapes was proposed to reduce the unsynchronization-

induced errors in modal identification. In the new way, complex mode shapes were extracted from

unsynchronized signals to deal both with modal amplitudes and with phase angles. Finally, the

proposed approach was evaluated by numerical tests and experimental tests. From the evaluation,

the following conclusions have been obtained:

(1) Real mode-shapes extracted from time-delayed signals included large errors in high frequency

mode-shape; however, complex mode-shapes were almost error-free under the allowable time-delay;

(2) Both of the real mode-shapes and complex mode-shapes were changed by noises, but the

relative differences between the two mode-shapes sets were very small. The change in the mode-

shape phase caused by the injected noise was very small and negligible in practice;

(3) Damage-induced changes in mode shapes were almost identical, nonetheless of the choice of

real or complex mode-shapes. Also, the differences between damage-induced changes in two mode-

shapes sets were negligibly small; and

(4) For the real mode-shapes, the time-delays lead to significant errors in damage-induced real

mode-shape changes. These errors may result in false-alarms in mode-shape-based damage detection

results. For the complex mode-shapes, the time-delays cause relatively small errors except cases

which exceed the upper limit of time-delay.
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