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1. Introduction 

 

Videogrammetry is a measurement technique in which 

the coordinates of the points on an object are determined by 

the measurements made in video images (Surhone et al. 

2010). In the last few decades, benefitting from the 

exceptional advances in image sensors, computers, as well 

as computer vision algorithms, videogrammetry has seen 

many advances. Its applications can be found in many 

diverse disciplines such as experimental mechanics (Sharpe 

Jr. 2008) and aerospace engineering (Liu et al. 2012), 

among others. Thanks to the non-contact nature, it has also 

allowed new opportunities for monitoring the displacement 

of  a  c iv i l  engineer ing  s t ructure .  Accord ingly, 

videogrammetric displacement monitoring has become the 

subject of intensive research in the civil engineering 

community over the past decades (Jiang et al. 2008, 

Baqersad et al. 2017, Feng and Feng 2018, Xu and 

Brownjohn 2018). A diversity of videogrammetric 

displacement monitoring techniques has been proposed and 

the applications in real civil engineering structures have 

also been reported (Olaszek 1999, Wahbeh et al. 2003, Lee 
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et al. 2007, Chang and Xiao 2010, Lee et al. 2012, 2017, 

Busca et al. 2014, Feng and Feng 2016, Brownjohn et al. 

2017, Feng and Feng 2017, Cho et al. 2018). As evidenced 

by previous studies, videogrammetric technique shows 

great potential in the field of civil engineering and it is 

being applied to an ever increasing range of tasks. 

One of the major concerns in the applications of 

videogrammetric technique in field monitoring is the effect 

of temperature variation on the measurement accuracy. On 

one hand, the dark current, which is a noise source intrinsic 

to the image sensor, is strongly temperature dependent 

(Widenhorn et al. 2002). On the other hand, temperature 

variation will induce thermal deformation of the vision 

measurement system, which will lead to changes in camera 

parameters and thereby spurious drifts of image. It becomes 

more important as the potentials of the technique in 

structural health monitoring have gained more attention 

(Feng and Feng 2018). The ambient temperature will 

fluctuate significantly over a long time period, which may 

introduce intolerable errors into the measurement results. 

Nevertheless, limited studies on this topic have been 

reported in the literature. Robson et al. (1993) carried out an 

investigation into the suitability of CCD cameras for 

videogrammetric measurement. Image drift was observed 

during camera warm-up, which was referred to as warm-up 

effect. Handel (2009) focused on the study of the camera 
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warm-up effect on the image acquisition. He stated that the 

image drift was originated from a slight displacement of the 

image sensor due to the thermal expansion of camera 

mechanical components. Merchant (2006) performed 

calibration flights to study the influence of temperature 

variation on the focal length of an airborne camera. A 

change of focal length of 0.5 μm/°C was reported. Smith 

and Cope (2010) studied the effect of temperature variation 

on the parameters of a single-lens-reflex camera. The 

coordinates of principal point and focal length were shown 

to have a systematic relationship with temperature. The 

focal length changed by 1.0 μm/°C. Poulin-Girard et al. 

(2014) conducted virtual camera calibration simulations to 

study the variations of camera parameters at different 

temperatures of lens. The results showed changes in the 

focal length and distortion coefficients but not in the 

coordinates of principal point. Yu et al. (2014) investigated 

the effect of air temperature variation on the 

videogrammetric measurement. They argued that air 

temperature variation caused more significant and 

complicated changes in camera parameters than camera 

warm-up. Zhou et al. (2017) and Zhou et al. (2019) carried 

out videogrammetric measurement tests to study the 

temperature effect in non-laboratory environmental. A 

satisfactory linear relationship between displacement 

measurement error and temperature variation was revealed. 

To eliminate the warm-up effect, Handel (2009) updated 

the time dependent camera extrinsic parameters with bi-

exponential functions, supposing that the camera intrinsic 

parameters remained constant during the warm-up period. 

Likewise, Podbreznik and Potočnik (2012) proposed a 

modified camera model that takes account of the translation 

of a camera to eliminate temperature-caused error, 

assuming that the temperature variation does not affect the 

rest camera parameters. Nevertheless, those assumptions are 

inconsistent with the fact that camera intrinsic parameters 

have been shown to be prone to temperature variation. Yu et 

al. (2014) presented a temperature compensation method 

for a special case where the image plane is parallel to the 

world plane. They first established a simplified image drift 

model that correlated the drift of coordinates with the 

variation in camera parameters, and then formulated the 

correlation model between camera parameters and 

temperature variation. Rather than correcting temperature-

caused image drift by means of updating camera 

parameters, Daakir et al. (2019) proposed to model the 

temperature-caused image drift with a 2D/3D spatial 

similarity transformation, which reflects the effect of the 

changing focal length and the translation and rotation of the 

image. The results showed that the variation of focal length 

was reproducible but not the variation of principle point and 

thereby the variation of focal length was modeled. To 

facilitate temperature compensation, Adamczyk et al. 

(2018) developed a modified camera design that exhibits a 

highly predictable behavior under varying ambient 

temperature. A fourth-degree polynomial was employed to 

model the temperature-caused image drift. The prototype of 

modified camera design needs to be improved and validated 

in real applications. As it can be seen, the existing 

temperature compensation methods usually make different, 

even contrary assumptions concerning the temperature-

induced variability of camera parameters. It is therefore 

desirable to carry out a comprehensive study that uses a full 

camera model to investigate the temperature-induced 

variability of camera parameters. It not only will benefit the 

exploration of the mechanism responsible for the 

temperature effect, but also will help justify the simplified 

camera models proposed for temperature compensation. 

This study carries out an investigation into the effect of 

temperature variation on the videogrammetric displacement 

measurement by focusing mainly on the exploration of the 

mechanism for the temperature effect and the elimination of 

the temperature-caused measurement error. First, 2D 

videogrammetric measurement tests, where fixed 

calibration targets are monitored by a vision measurement 

system, are conducted inside a room with air conditioning. 

Two scenarios of air temperature variation are considered, 

i.e., monotonic and cyclic temperature variations. Making 

use of the measurement data of displacement and 

temperature, features of measurement error and the casual 

relationship between temperature variation and 

measurement error are then revealed. After that, the 

underlying camera intrinsic and extrinsic parameters are 

extracted from the mapping between world and pixel 

coordinates of the calibration targets. By scrutinizing the 

temperature-induced variability of the camera parameters, 

the mechanism responsible for the temperature effect of the 

videogrammetric technique is explored. On this ground, an 

approach for eliminating the temperature-caused 

measurement error is proposed finally. Correlation models 

between camera parameters and temperature are 

formulated. Thereby, camera parameters at different 

temperature conditions are predicted, which are used to 

update the camera projective matrix. To eliminate the 

temperature-caused measurement error, the world 

coordinates of the target are reconstructed with the use of 

updated camera projective matrix. The performance of the 

proposed approach for eliminating the temperature-caused 

measurement error is examined by the measurement data 

acquired under cyclic temperature variation. 

 

 

2. Theoretical background 
 

2.1 Camera model 
 

A camera model represents a camera mapping between 

the 3D world and a 2D image. To date, cameras modelling 

the central projection have been well recognized, and the 

same applies to this study. Assuming no optical distortion, a 

projective camera model can be represented as 

 

𝑠𝐦 = 𝐏𝐌 (1) 

 

where 𝐌 = (𝑋, 𝑌, 𝑍, 1)T is the homogeneous vector of a 

3D point in the world coordinate system, 𝐦 = (𝑢, 𝑣, 1)T is 

the homogeneous vector of the corresponding 2D point in 

the pixel coordinate system, 𝑠 is a scale factor, 𝐏 is the 

camera projective matrix defined up to the scale factor with 

11 degrees of freedom (DOFs). The direct linear 
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transformation (DLT) method can be employed to solve for 

the camera projective matrix (Abdel-Aziz and Karara 

2015). 

The camera projective matrix encapsulates camera 

intrinsic and extrinsic parameters, which can be 

decomposed as 
 

𝐏 = 𝐊[𝐑|𝐓] (2) 
 

with 
 

𝐊 = [

𝑎𝑥 𝛾 𝑢0

0 𝑎𝑦 𝑣0

0 0 1
] (3) 

 

𝐑 = [𝐫1 𝐫2 𝐫3] = [

𝑟11 𝑟12 𝑟13

𝑟21 𝑟22 𝑟23

𝑟31 𝑟32 𝑟33

] (4) 

 

𝐓 = [𝑡𝑥 𝑡𝑦 𝑡𝑧]𝑇 (5) 
 

where 𝐊 is the camera intrinsic matrix which represents 

the transformation from camera coordinate system to pixel 

coordinate system. It contains five parameters including the 

focal lengths in pixels 𝑎𝑥  and 𝑎𝑦 , the coordinates of 

principle point 𝑢0  and 𝑣0 , and the skew parameter 𝛾 

characterizing the skew of the two image axes, which is 

admittedly very unlikely to happen and thereby the skew 

parameter is usually zero. 𝐑 is the rotation matrix and 𝐓 

is the translation vector, which together describe a rigid 

body transformation between world coordinate system and 

camera coordinate system. The rotation matrix 𝐑 can also 

be expressed as 

 

[

cosθycosθz sinθxsinθycosθz − cosθxsinθz cosθxsinθycosθz + sinθxsinθz

cosθysinθz sinθxsinθysinθz + cosθxcosθz cosθxsinθysinθz − sinθxcosθz

−sinθy sinθxcosθy cosθxcosθy

] (6) 

 

where θx, θy and θz are the Euler angles which describe 

the orientation of a camera. 

If all target points of interest lie on the same world 

plane, a simplified world coordinate system can be chosen 

such that 𝑍 = 0. Correspondingly, Eq. (1) can be reduced 

to 

𝑠𝐦 = 𝐊[𝐫1 𝐫2|𝑻] [
𝑋
𝑌
1

] = 𝐇 [
𝑋
𝑌
1

] (7) 

 

where 𝐇 is a homography matrix that transforms points on 

a world plane to the image plane. The homography matrix 

is also determined up to the scale factor and thereby has 

eight DOFs. Likewise, the DLT method can be employed to 

solve for the homography matrix as well. 

Up to this point, it is assumed that the camera model is 

linear, which will not hold if there is lens distortion. Due to 

several types of imperfections in the design and assembly of 

lens, there often appears lens distortion. In general, there are 

three types of lens distortion, i.e., radial distortion, 

decentering distortion and thin prism distortion (Weng et al. 

1992). Among them, the radial distortion has been proven to 

dominate the lens distortion. It has been reported that the 

modelling of radial distortion is quite sufficient even when 

high accuracy is required and the use of more complicated 

models not only would help but also would cause numerical 

instability (Salvi et al. 2002, Sun and Cooperstock 2006). 

Accordingly, only radial distortion is considered in this 

study, which is modelled as 
 

�̌� = 𝑥 + 𝛿𝑥𝑟

�̌� = 𝑦 + 𝛿𝑦𝑟
 (8) 

 

with 
 

𝛿𝑥𝑟 = 𝑥[𝑘1(𝑥2 + 𝑦2) + 𝑘2(𝑥2 + 𝑦2)2]

𝛿𝑦𝑟 = 𝑦[𝑘1(𝑥2 + 𝑦2) + 𝑘2(𝑥2 + 𝑦2)2]
 (9) 

 

where (𝑥, 𝑦) is the ideal (non-observable distortion-free) 

image coordinates, (𝑥,̌ �̌�) is the corresponding distorted 

(observed) image coordinates, 𝛿𝑥𝑟  and 𝛿𝑦𝑟  are the 

amount of radial distortion along 𝑥 and 𝑦 directions, 𝑘1 

and 𝑘2 are the coefficients of radial distortion. The center 

of radial distortion coincides with the principal point. 

Correspondingly, Eqs. (8) and (9) can be expressed in pixel 

coordinates as 
 

�̌� = 𝑢 + (𝑢 − 𝑢0)[𝑘1(𝑥2 + 𝑦2) + 𝑘2(𝑥2 + 𝑦2)2]

�̌� = 𝑣 + (𝑣 − 𝑣0)[𝑘1(𝑥2 + 𝑦2) + 𝑘2(𝑥2 + 𝑦2)2]
 (10) 

 

where (𝑢, 𝑣) and (𝑢,̌ �̌�) are the ideal pixel coordinates 

and the corresponding distorted pixel coordinates. 

Combining Eq. (10) with Eq. (1) or (7), the coordinate 

transformation between distorted pixel coordinates and 

world coordinates can be determined, which is apparently 

nonlinear. 
 

2.2 Camera calibration 
 

Camera calibration is a necessary step in 

videogrammetric displacement measurement. So far, a 

variety of camera calibration methods have been reported in 

the literature (Salvi et al. 2002). As per the calibration target 

utilized, they can be classified as coplanar and non-coplanar 

approaches. Coplanar approaches perform calibration on 

targets limited to a planar surface of a single depth 

(Chatterjee and Roychowdhury 2000). They are often 

computationally complex and may fail to solve for some 

camera parameters. Non-coplanar approaches use targets 

scattered in 3D space to cover multiple depths (Weng et al. 

1992, Faugeras and Toscani 1986, Tsai 1987). Usually, they 

involve an elaborate setup and require well-engineered 

calibration objects. To make the camera calibration more 

user friendly, Zhang (2000) developed a multi-planar 

calibration method that requires only planar calibration 

patterns positioned at a few different orientations. Thanks to 

the enhanced flexibility and a considerable degree of 

robustness, the method has been widely used now. 

Accordingly, this method is employed in this study, which 

is briefed as follows. 

Denote the homography matrix 𝐇 as 
 

𝐇 = [𝐡1 𝐡2 𝐡3] = [

ℎ11 ℎ12 ℎ13

ℎ21 ℎ22 ℎ23

ℎ31 ℎ32 ℎ33

] (11) 

 

Combining Eqs. (7) and (11) yields 
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𝐫1 = 𝐊−1𝐡1

𝐫2 = 𝐊−1𝐡2

𝐓 = 𝐊−1𝐡3

 (12) 

 

Applying the constraint that the column vectors of the 

rotation matrix 𝐑  are orthonormal, i.e., 𝐫1
T𝐫2 = 0 , 

‖𝐫1‖ = ‖𝐫2‖ = 1, one gets 
 

𝐡1
𝑇𝐊−𝑇𝐊−1𝐡2 = 0

𝐡1
𝑇𝐊−𝑇𝐊−1𝐡1 = 𝐡2

𝑇𝐊−𝑇𝐊−1𝐡2

 (13) 

 

Let 
 

𝐁 = 𝐊−𝑇𝐊−1 ≡ [

𝐵11 𝐵12 𝐵13

𝐵21 𝐵22 𝐵23

𝐵31 𝐵32 𝐵33

] (14) 

 

Making use of the symmetry of the matrix 𝐁, which is 

apparent by recalling Eq. (3), one obtains 
 

𝐡𝑖
𝑇𝐁𝐡𝑗 = 𝐯𝑖𝑗

𝑇 𝐛 (𝑖 = 1,2,3; 𝑗 = 1,2,3) (15) 
 

with 
 

𝐯𝑖𝑗 = [
ℎ𝑖1ℎ𝑗1, ℎ𝑖1ℎ𝑗2 + ℎ𝑖2ℎ𝑗1, ℎ𝑖2ℎ𝑗2,ℎ𝑖3ℎ𝑗1

+ℎ𝑖1ℎ𝑗3, ℎ𝑖3ℎ𝑗2 + ℎ𝑖2ℎ𝑗3, ℎ𝑖3ℎ𝑗3         
]

𝑇

 (16) 

 

𝐛 = [𝐵11, 𝐵12, 𝐵22, 𝐵13, 𝐵23, 𝐵33]𝑇 (17) 
 

Substituting Eq. (15) into Eq. (13) generates 
 

[
𝐯12

𝑇

(𝐯11 − 𝐯22)𝑇] 𝐛 = 0 (18) 

 

If the images of 𝑛  world planes are observed, 

concatenating 𝑛 such equation as (18) leads to 
 

𝐕𝐛 = 0 (19) 
 

where 𝐕  is a 2𝑛 × 6  matrix. The vector 𝐛  can be 

determined when 𝑛 ≥ 3, and thereby the matrix 𝐁 can be 

obtained. After that, the intrinsic parameters can be 

extracted from matrix 𝐁 as 
 

𝑎𝑥 = √𝜆/𝐵11

𝑎𝑦 = √𝜆𝐵11/(𝐵11𝐵22 − 𝐵12
2)

𝛾 = −𝐵12𝑎𝑥
2𝑎𝑦/𝜆

𝑢0 = 𝛾𝑣0/𝑎𝑦 − 𝐵13𝑎𝑥
2/𝜆

𝑣0 = (𝐵12𝐵13 − 𝐵11𝐵23)/(𝐵11𝐵22 − 𝐵12
2)

𝜆 = 𝐵33 − [𝐵13
2 + 𝑣0(𝐵12𝐵13 − 𝐵11𝐵23)]/𝐵11

 (20) 

 

Once the intrinsic matrix 𝐊 is determined, the 1st and 

2nd column vector of the rotation matrix 𝐑 as well as the 

translation vector 𝐓 can be obtained from Eq. (12). Thanks 

to the orthogonality of the rotation matrix 𝐑, its 3rd column 

can be computed as 
 

𝐫3 = 𝐫1 × 𝐫2 (21) 
 

Recalling Eq. (6), the Euler angles θx, θy and θz can 

then be determined. Use the camera parameters computed 

without considering radial distortion as the initial guess, the 

coefficients of radial distortion can be obtained by the 

maximum likelihood estimation and the camera parameters 

are refined meanwhile. The maximum likelihood estimate 

can be obtained by minimizing the following cost function 

 

∑ ∑‖�̌�𝑖𝑗 − �̂�𝑖𝑗(𝐊, 𝑘1, 𝑘2, 𝐑𝑖 , 𝐓𝑖 , 𝐌𝑖𝑗)‖
2

𝑚

𝑗=1

𝑛

𝑖=1

 (22) 

 

where 𝐌𝑖𝑗 is the 𝑗th point in the 𝑖th world plane, �̌�𝑖𝑗 

is the distorted (observed) projection of 𝐌𝑖𝑗 in the image 

plane, �̂�𝑖𝑗(𝐊, 𝑘1, 𝑘2, 𝐑𝑖 , 𝐓𝑖 , 𝐌𝑖𝑗)  is the estimated 

projection of 𝐌𝑖𝑗 obtained with the camera intrinsic matrix 

𝐊, coefficients of radial distortion 𝑘1 and 𝑘2, and rotation 

matrix 𝐑𝑖  and translation vector 𝐓𝑖  relative to the 𝑖th 

world plane. An initial guess of the coefficients of radial 

distortion 𝑘1 and 𝑘2 can be obtained by simply setting 

them to zero. 

 

 

3. Experimental studies 
 

3.1 Experimental setup 
 

2D videogrammetric measurement tests, in which fixed 

calibration targets were monitored by a vision measurement 

system, were conducted inside a room with air conditioning. 

As there is still no consensus on the behavior of vision 

measurement system under varying temperature, extensive 

scenarios of temperature variation, including monotonic 

temperature drop, monotonic temperature rise, and cyclic 

temperature variation, were considered. The indoor air 

temperature was monitored in real time with a temperature 

sensor. Furthermore, temperatures of digital camera and 

zoom lens were monitored meanwhile. Four sensors were 

mounted on the digital camera with one on each of the four 

side surfaces. One sensor was attached on the side surface 

of the zoom lens. The temperature sensor has a resolution of 

0.1°C. In addition, the illumination intensity, which may be 

another source of error, was monitored with a luminance 

sensor. To minimize the variation of illumination in the 

room, light emitting diode tube lights were turned on to 

provide stable illumination. Meanwhile, curtains were 

drawn across the windows to block out the sunlight. 

Throughout the tests, the indoor space was kept closed and 

uninterrupted by human activities. 

Fig. 1 displays the experimental setup. The vision 

measurement system comprises a digital camera in 

conjunction with a zoom lens for image acquisition and a 

laptop for image processing. The digital camera is a 

monochrome 1/2’’ CCD with GigE vision interface. It has a 

resolution of 1024×1024 pixels and a maximum frame rate 

up to 60 fps. The zoom lens has the focal length ranging 

between 25 and 135 mm. They were placed on an optical 

platform of 800 mm high. The calibration target is the 

planar checkerboard pattern that consists of 12×9 black and 

white squares of equal size of 10×10 mm. It is printed on 

the quartz glass panel with a size of 150×120 mm. To be the 
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Fig. 1 Experimental setup 
 

 

same height as the vision measurement system, the target 

panel was mounted on the stand. A total of five target panels 

with different orientations, which were kept fixed through- 
 

 

out the tests, were placed in front of the vision measurement 

system at a distance of some 1,800 mm. To make the vision 

measurement system, temperature measurement system and 

illumination intensity measurement system operate in 

synchronization, the clocks of the three systems were 

synchronized with the internet time server. The images were 

acquired at a frame rate of 2 fps; while the temperatures and 

illumination intensity were acquired at a sampling period of 

1 minute. 

One of the major concerns in the videogrammetric 

measurement tests is the virtual displacement that may be 

induced by the thermal deformation of the optical platform, 

target panels as well as their stands. Therefore, much effort 

has been made to minimize these thermal deformations. The 

target panel is made of quartz glass, which has a thermal 

expansion coefficient as small as 0.55×10-6/°C. The optical 

platform and the stand are made of the same material of 

carbon fiber, which also has a small thermal expansion 

coefficient of -0.74×10-6/°C. With a maximum temperature 

range of the air conditioner of 14°C, the thermal 

deformation of the target panel is less than 1 µm, and that of 

the optical platform and the stand is some 7 µm. It is 

therefore reasonable to maintain that the virtual 

displacement induced by the thermal deformation of the 

 

 

(a) Raw horizontal noise level 
 

 

(b) Raw vertical noise level 
 

 

(c) 1-minute averaged horizontal noise level 
 

 

(d) 1-minute averaged vertical noise level 

Fig. 2 Noise level in videogrammetric displacement measurement test 
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optical platform, target panels and their stands is negligible. 

Meanwhile, the true values of the displacement of the 

corner could be thought of as zeros (the target panel was 

kept fixed throughout the tests), the measurement data 

could therefore be considered as displacement measurement 

errors purely. To obtain the measurement error, a corner 

detector exemplified by Geiger et al. (2012), which is 

capable to achieve sub-pixel accuracy, is employed to 

determine the pixel coordinates of the corners of the 

checkerboard pattern. With reference to the pixel 

coordinates in the initial frame, the displacement 

measurement error can then be obtained. 

 

3.2 Experimental results 
 

To determine the noise level in the videogrammetric 

displacement measurement tests, a preliminary test, in 

which the indoor air temperature was kept nearly constant, 

was first carried out. Fig. 2 plots the displacement 

measurement data of the (4,6) corner on central target 

panel. As it can be seen, the displacement randomly 

fluctuates around zero (the true values of the displacement 

are thought of as zeros), evidencing that the displacement 

 

 

measurement data are purely random noise. Notable random 

noise has been observed. Its root mean square (RMS) is 

more than 0.040 pixels in either horizontal or vertical 

direction. To eliminate the random noise, the displacement 

measurement data were averaged every one minute, which 

are also shown in Fig. 2. It is seen that the use of average 

minimizes the random noise substantially. The one minute 

averaged displacement is nearly zero, which squares with 

the fact. Meanwhile, the RMS of the random noise reduces 

to some 0.009 pixels. Therefore, the one minute averaged 

displacement is used hereafter so as to eliminate the random 

noise, unless otherwise specified. 

The first test was performed when the indoor air 

temperature experienced monotonic drop and the 

corresponding measurement data were denoted as Dataset 1. 

Fig. 3 shows the indoor air temperature, temperatures of 

digital camera, temperature of zoom lens as well as 

illumination intensity in Dataset 1. In this period, the 

illumination intensity fluctuated in a small range between 

222.1 and 225.5 lux, demonstrating that the illumination 

intensity kept almost constant. Under the action of an air 

conditioner, the indoor air temperature dropped from 

27.8°C to 17.6°C. Consequently, the temperatures of vision 

 

 

 

 

(a) Indoor air temperature 
 

 

(b) Temperatures of digital camera 
 

 

(c) Temperatures of zoom lens 
 

 

(d) Illumination intensity 

Fig. 3 Indoor air temperature, temperatures of vision measurement system as well as illumination intensity in Dataset 1 
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Exploration of temperature effect on videogrammetric technique for displacement monitoring 

Table 1 Correlation coefficients between temperatures of 

vision measurement system and indoor air 

temperature in Dataset 1 

Temperatures of digital camera Temperature of 

zoom lens Top Bottom Left Right 

0.994 0.994 0.994 0.994 0.986 
 

 

 

measurement system, including those of digital camera and 

zoom lens, generally dropped in step with the indoor air 

temperature. To quantify the degree of correlation between 

temperatures of vision measurement system and indoor air 

temperature, their correlation coefficients were calculated 

and summarized in Table 1. All the correlation coefficients 

are more than 0.980, which demonstrates that the 

temperatures of vision measurement system are completely 

correlated with the indoor air temperature in this test. 

As an illustration, Fig. 4 presents the measurement error 

of the (4,6) corner on central target panel in Dataset 1. 

Recalling Fig. 3, it is apparent that the measurement errors 

in both directions show a good agreement with temperature 

while they are almost uncorrelated with illumination 

intensity. As the temperature drops, the corner moves 

leftward and downward on the image plane. At the end of 

the test, the horizontal and vertical measurement errors are 

0.673 and 5.602 pixels. In other words, the measurement 

error in the vertical direction is some eight times the 

counterpart in the horizontal direction. It is also noted that 

the measurement errors are almost uniform on the whole 

image plane. Among all the corners, the measurement errors 

vary between 0.635 and 0.693 pixels in the horizontal 

direction, and between 5.579 and 5.641 pixels in the vertical 

direction. It is therefore maintained that the measurement 

error in the vertical direction is much more significant than 

its counterpart in the horizontal direction on the image 

plane. Significant differences in the magnitudes of the 

measurement errors in the horizontal and vertical directions 

have also been observed in prior studies (Yu et al. 2014, 

Adamczyk et al. 2018, Daakir et al. 2019). Nevertheless, 
 

 

the reason behind this is not precisely known yet, which 

requires further study. Making use of the homography 

matrix computed in the initial frame, the pixel coordinates 

of the corner can be transformed to world coordinates and 

thereby the metric measurement error can be obtained. 

Correspondingly, it is 0.314 mm in the horizontal direction 

and 1.860 mm in the vertical direction. It should be noted 

that the measurement error on the image plane is equally 

scaled onto the world plane only if the two planes are 

parallel. Hence, the ratio between vertical and horizontal 

measurement errors on the world plane usually differs from 

the counterpart on the image plane. To exemplify this, the 

measurement error of the (4,6) corner on upper right panel 

is presented. It is 0.679 pixels or the metric equivalent of 

1.237 mm in the horizontal direction, and 5.600 pixels or 

the metric equivalent of 1.369 mm in the vertical direction. 

It is apparent that the measurement errors in the horizontal 

and vertical directions on the world plane get close to each 

other for this target panel. It is attributed to the fact that the 

target panel is positioned with a large roll angle relative to 

the image plane, which is evident in Fig. 1. In this test, the 

metric measurement error seems to be small. Nevertheless, 

this is not necessarily the case in field monitoring. The 

magnitude of metric measurement error also depends on the 

size of field of view (FOV). It is proportional to the size of 

FOV in the simplest case where the world plane is parallel 

to the image plane. The FOV is smaller than 400×400 mm 

in this test, which may increase substantially in field 

monitoring as the camera-to-object distance may increase 

by tens to hundreds times. It is not uncommon to see a scale 

factor up to tens mm/pixel in field monitoring (Feng and 

Feng 2017). In addition, the indoor air temperature 

descended by 10.2°C only in this test. In the continuous 

monitoring under outdoor environments, the range of the 

ambient temperature variation may increase by several 

times. As a result, it is speculated that the measurement 

error will become intolerable in field monitoring. 

To gain an intuitive understanding of the relationship 

between measurement error and temperature variation, Fig. 

5 shows the measurement error vs. the mean temperature of 
 

 

 

 

(a) Horizontal 
 

 

(b) Vertical 

Fig. 4 Displacement measurement error of (4,6) corner on upper right target panel in Dataset 1 
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digital camera. It is obvious that they generally conform to 

an excellent linear relationship. To characterize the linear 

relationship between them, linear regression analyses were 

carried out and the regression coefficients were obtained by 

the least-squares method. Meanwhile, the correlation 

coefficients were calculated as well to quantify the degree 

of correlation. Table 2 presents the regression coefficients 

(slopes only) and correlation coefficients between 

measurement errors and temperatures of  vision 

measurement system as well as indoor air temperature. The 

correlation coefficients corresponding to the temperatures 

of the vision measurement system are barely distinguishable 

for either horizontal or vertical measurement error. All of 

them are larger than 0.990, indicating that the measurement 

errors in both directions are completely correlated with the 

temperatures of vision measurement system. Comparatively 

speaking, the indoor air temperature is less well correlated 

with the measurement error. Therefore, it is logical to infer 

that the measurement error is an outcome attributable to the 

thermal action on the vision measurement system (digital 

camera and/or zoom lens). In addition, it is also observed 

that the correlation coefficients between vertical 

measurement error and temperature are slightly superior to 

the counterparts between horizontal measurement error and 

temperature. It is mainly attributed to the fact that the 

magnitude of vertical measurement error is much larger 

than that of horizontal one which helps decrease the 

 

 

 

 

discreteness of the linear relationship. Differences are 

observed in the slopes that correspond to different 

temperatures. It is ascribed to the different decrements in 

the temperatures. In this test, the indoor air temperature, 

mean temperature of digital camera and temperature of 

zoom lens dropped by 10.2, 10.8 and 9.0°C, respectively. 

To examine whether the behavior of the vision 

measurement system under different temperature variation 

pattern is the same or not, a second test was performed as 

the indoor air temperature rises monotonically. The 

measurement data were denoted as Dataset 2. Fig. 6 

presents the measurement error and the mean temperature 

of digital camera in this test. To be comparable with Dataset 

1, the measurement error of the (4,6) corner on central 

target panel is shown. Satisfactory correspondence between 

measurement error and mean temperature of digital camera 

is observed, which implies that they conform to an excellent 

linear relationship as well. As the temperature ascends, the 

corner moves rightward and upward on the image plane, 

which is in line with expectations. In addition, the 

difference in the magnitudes of the measurement errors in 

the horizontal and vertical directions is observed again. The 

vertical measurement error is also some eight times the 

horizontal one (5.870 vs. 0.772 pixels). Table 3 collects the 

regression coefficients and correlation coefficients between 

measurement errors and temperatures of vision measure-

ment system as well as indoor air temperature. As it is seen, 

  

(a) Horizontal (b) Vertical 

Fig. 5 Displacement measurement error vs. mean temperature of digital camera in Dataset 1 

Table 2 Regression coefficients and correlation coefficients between measurement errors and 

temperatures in Dataset 1 

Temperature 
Horizontal measurement error Vertical measurement error 

Slope Correlation coefficient Slope Correlation coefficient 

Digital 

camera 

Top 0.064 0.994 -0.475 -0.996 

Bottom 0.064 0.994 -0.478 -0.996 

Left 0.064 0.994 -0.475 -0.996 

Right 0.065 0.994 -0.481 -0.997 

Mean 0.064 0.994 -0.478 -0.996 

Zoom lens 0.072 0.992 -0.538 -0.997 

Indoor air 0.068 0.990 -0.503 -0.987 
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the slopes corresponding to temperatures of digital camera 

are almost the same as their counterparts in Table 2, 

indicating that the rise and drop in the temperature of digital 

camera impose nearly the same effect on the video-

grammetric displacement monitoring technique. The slopes 

corresponding to the temperature of zoom lens and indoor 

air temperature, however, are much larger than their 

counterparts in Table 2. It is attributed to the fact that the 

indoor air temperature and the temperature of zoom lens 

gain smaller increment than temperatures of digital camera 

when the air conditioner works in heating mode since the 

digital camera is a heating element itself. In Dataset 2, the 

indoor air temperature and the mean temperature of digital 

camera rose by 9.7°C and 11.5°C, resulting in a difference 

of 1.8°C between them. In contrast, the difference is 0.6°C 

in Dataset 1. As the slopes corresponding to the 

 

 

 
 

temperatures of digital camera are almost the same in the 

two datasets, it is inferred that the variation of the 

temperature of digital camera is the main cause of the 

measurement error. In the perspective of the correlation 

coefficient between measurement error and temperature, 

those corresponding to the vertical measurement error 

change slightly in the two datasets. Nevertheless, the 

correlation coefficients that correspond to the horizontal 

one differ notably in the two datasets. Again, it is attributed 

to the randomness increased by the small magnitude of the 

horizontal measurement error. In Dataset 2, the correlations 

between the temperatures themselves are not as good as 

those in Dataset 1. Consequently, discriminable differences 

are detected in the correlation coefficients that correspond 

to different temperatures. Among them, the temperatures of 

digital camera are most correlated with the measurement 

 

(a) Mean temperature of digital camera 
 

 

(b) Horizontal measurement error 
 

 

(c) Vertical measurement error 

Fig. 6 Displacement measurement error and mean temperature of digital camera in Dataset 2 

Table 3 Regression coefficients and correlation coefficients between measurement errors and 

temperatures in Dataset 2 

Temperature 
Horizontal measurement error Vertical measurement error 

Slope Correlation coefficient Slope Correlation coefficient 

Digital 

camera 

Top 0.062 0.954 -0.475 -0.996 

Bottom 0.063 0.954 -0.478 -0.997 

Left 0.062 0.954 -0.476 -0.997 

Right 0.063 0.954 -0.481 -0.995 

Mean 0.062 0.954 -0.478 -0.997 

Zoom lens 0.072 0.077 0.948 -0.598 

Indoor air 0.068 0.075 0.929 -0.596 
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error, whether in horizontal or vertical direction. It therefore 

helps consolidate that the variation of the temperature of 

digital camera is the main cause of the measurement error. 

Thereby, it is concluded that the rise and drop in the 

temperature of digital camera impose nearly the same effect 

on the videogrammetric displacement monitoring technique. 

Accordingly, it will be more appropriate to use the 

temperature of digital camera to formulate the relationship 

between measurement error and temperature variation. 

To examine the behavior of the vision measurement 

system under cyclic temperature variation as well as the 

repeatability of the test results obtained in the monotonic 

temperature variation tests, another test in which the indoor 

air temperature experienced cyclic fluctuation was 

performed. The measurement data were denoted as Dataset 

3. Fig. 7 displays the measurement error and mean 

temperature of digital camera in Dataset 3. Again, the 

measurement error of the (4,6) corner on central target 

panel is shown. In this test, the temperature of digital 

camera experienced three rise/drop cycles. Corres-

pondingly, the measurement error, whether in horizontal or 

vertical direction, also presented three similar cycles of 

fluctuation. In line with the movement under monotonic 

temperature variation, the corner moves rightward and 

upward as the temperature rises and vice versa. The 

difference in the magnitudes of the measurement errors in 

the horizontal and vertical directions is also apparent. 

Furthermore, the mapping between measurement error and 

mean temperature of digital camera is satisfactory as well. 

Therefore, it is supposed that the cyclic temperature 

variation imposes the same effect on the videogrammetric 

 

 

displacement monitoring technique as the monotonic 

temperature variation does. To evidence this, Table 4 lists 

the regression coefficients and correlation coefficients 

between measurement errors and temperatures of digital 

camera in each cycle of Dataset 3. It is obvious that the 

slopes between measurement errors (either horizontal or 

vertical one) and temperatures of digital camera are almost 

constant in the three cycles, validating the repeatability of 

the test results. Furthermore, they are almost the same as 

their counterparts in the monotonic temperature drop/rise 

tests, which consolidates that the cyclic and monotonic 

temperature variations impose nearly the same effect on the 

videogrammetric displacement monitoring technique. In 

addition, notable differences between the correlation 

coefficients in different cycles or datasets are detected for 

the horizontal measurement error, which is also explained 

by the small magnitude of the horizontal measurement 

error. In contrast, the correlation coefficients in the three 

cycles are nearly the same and they are slightly different 

from the counterparts in monotonic temperature drop/rise 

tests for the vertical measurement error. On this ground, it is 

concluded that the monotonic and cyclic temperature 

variations impose the same effect on the videogrammetric 

displacement monitoring technique. 

 

 

4. Temperature-induced variability of 
camera parameters 
 
In an effort to explore the mechanism responsible for the 

temperature effect on the videogrammetric displacement 

 

 

 

 

(a) Mean temperature of digital camera 
 

 

(b) Horizontal measurement error 
 

 

(c) Vertical measurement error 

Fig. 7 Displacement measurement error and mean temperature of digital camera in Dataset 3 
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monitoring technique, an attempt was made to reveal the 

underlying camera intrinsic and extrinsic parameters and 

then scrutinize their variability induced by temperature 

variat ion.  To this  end, the homography matr ix 

corresponding to each frame was first computed by making 

use of the mapping between world coordinates and pixel 

coordinates of the corners of the checkerboard pattern. The 

image coordinates of the corners were identified frame by 

frame with the corner detector proposed by Geiger et al. 

(2012); while their world coordinates remained unchanged 

in each frame as the target panels were kept fixed in the 

tests. A minimum of four coplanar points (no three of them 

are co-linear) are required to compute the homography 

matrix with the DLT method. To allow for the presence of 

noise, a total of 49 corners in the central area of the target 
 

 

 

 

panel were employed to solve for the homography matrix. 

After that, the camera intrinsic and extrinsic parameters 

were estimated from the homography matrices. At a 

minimum, only three world planes are necessary to solve 

for the camera parameters with the method developed by 

Zhang (2000). Again, to allow for the presence of noise, a 

total of five homography matrices were exploited to extract 

the camera parameters. As an illustration, the camera 

parameters extracted from Dataset 3 were presented. 

Fig. 8 plots the radial distortion coefficients extracted 

from Dataset 3. Both of them are non-zero, indicating that 

lens distortion did occur in this test. Within a temperature 

range of 10.8°C, they fluctuate randomly around the values 

computed in the initial frame. It seems to be in conflict with 

the work done by Poulin-Girard et al. (2014), where radial 
 

 

 

Table 4 Regression coefficients and correlation coefficients between measurement errors and 

temperatures in Dataset 3 

Cycle 
Temperature of 

digital camera 

Horizontal measurement error Vertical measurement error 

Slope Correlation coefficient Slope Correlation coefficient 

Cycle 1 

Top 0.063 0.962 -0.474 -0.992 

Bottom 0.061 0.958 -0.478 -0.993 

Left 0.063 0.963 -0.475 -0.992 

Right 0.062 0.961 -0.481 -0.993 

Mean 0.062 0.961 -0.477 -0.993 

Cycle 2 

Top 0.062 0.964 -0.475 -0.994 

Bottom 0.061 0.963 -0.477 -0.993 

Left 0.062 0.964 -0.475 -0.994 

Right 0.062 0.964 -0.481 -0.994 

Mean 0.062 0.964 -0.478 -0.994 

Cycle 3 

Top 0.063 0.978 -0.475 -0.994 

Bottom 0.062 0.978 -0.477 -0.993 

Left 0.064 0.978 -0.475 -0.994 

Right 0.063 0.978 -0.481 -0.993 

Mean 0.063 0.978 -0.478 -0.994 
 

 

(a) Distortion coefficient 𝑘1 
 

 

(b) Distortion coefficient 𝑘2 

Fig. 8 Radial distortion coefficients extracted from Dataset 3 
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distortion coefficients showed changes correlated with 

temperature variation. However, it is worth noting that they 

showed changes of no more than 0.003 under a temperature 

range of 500°C. It is therefore speculated that lens 

distortion is invariant to temperature variation and is 

unlikely to induce tangible measurement error under 

varying ambient temperature. Fig. 9 shows the camera 

intrinsic parameters refined by the correction of lens 

distortion. Apparent cyclic variations are detected in the 

camera intrinsic parameters except for the skew parameter. 

The skew parameter randomly fluctuates around zero, 

which is in line with expectations as it is usually zero. In 

other words, the coordinates of principle point and the focal 

lengths are prone to temperature variation, while the skew 

parameter is immune to temperature variation. Among 

 

 

them, the variations of the coordinates of principle point are 

most significant. To exemplify this, the error component 

caused by the movement of principle point was computed 

by fixing other camera parameters to the values computed 

in the initial frame. The results of the four outermost 

corners as well as the central corner closest to the principle 

point at the peak temperature are presented in Table 5. The 

error component arises from the movement of principle 

point occupies more than 94% and 99% of the total 

measurement error in the horizontal and vertical directions, 

respectively. At some corners, it is even larger than the total 

measurement error, implying that counter effect is generated 

by other camera parameters. Therefore, it is maintained that 

the measurement error is an outcome mainly attributed to 

the variation of the coordinates of principal point. Recalling 

.  

(a) Coordinate of principal point 𝑢0 
 

 

(b) Coordinate of principal point 𝑣0 
 

 

(c) Focal length 𝑎𝑥 
 

 

(d) Focal length 𝑎𝑦 
 

 

(e) Skew factor 𝛾 

Fig. 9 Camera intrinsic parameters extracted from Dataset 3 
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that the measurement errors are almost uniform on the 

whole image plane, as exemplified in Dataset 1, it is 

therefore reasonable to suppose that the movement of 

principle point is induced by a rigid body motion of the 

CCD chip (image plane). As per the movements of the 

corners on the image plane, it can be inferred that the CCD 

chip moves leftward and downward as the mean 

temperature of digital camera rises and vice versa. 

Furthermore, it is also noted that the ratio between vertical 

and horizontal translations of principal point is very close to 

the ratio between vertical and horizontal measurement 

errors. Therefore, the difference in the magnitudes of 

vertical and horizontal measurement errors is ascribed to the 

different translations of CCD chip along the two directions. 

As the interior of digital camera is invisible, the reason for 

the different translations of CCD chip in the two directions 

is not precisely known yet. It is suspected to be a result of 

the non-uniform thermal deformation of the support of CCD 

chip. In the future work, efforts will be made to reveal the 

interior of digital camera. 

As far as the focal lengths are concerned, both of them 

increase as the temperature of digital camera rises and vice 

versa. In comparison with the variation of the coordinates of 

principal point, the variation of focal lengths is much 

smaller in magnitude. Accordingly, the error component 

caused by the variation of focal lengths may be smaller. 

Table 6 lists the statistics of the error component induced by 

the variation of focal lengths at the peak temperature. It is 

seen that the proportion of the error component produced by 

the variation of focal lengths in the total measurement error 

is generally no more than 5%, whether in horizontal or 

vertical direction. In this sense, the error component 

generated by the variation of focal lengths can be thought of 

as trivial in most cases unless an extremely high accuracy is 

required. It is also observed that the corners on the top 

move upward while the corners on the bottom move 
 

 

 

 

downward on the image plane. Likewise, the corners on the 

left and those on the right move in opposite direction on the 

image plane. Meanwhile, the error component due to the 

variation of focal lengths is nearly zero at the central corner. 

So more succinctly, the corners move outward (except for 

the principal point) as the focal length increases and vice 

versa. This squares with the fact. As per the central 

projection principle, the object expands on the image plane 

as the focal length elongates, which is equivalent to the 

outward movements of the corners on the image plane. 

Recalling Table 5, it is found that the error component 

induced by the variation of focal lengths is contrary to the 

counterpart caused by the variation of the coordinates of 

principal point at some corners. It is explained by the fact 

that the variation of focal lengths makes the corners move 

inward/outward on the image plane, whereas the variation 

of the coordinates of principal point leads to uniform 

movements of the corners on the whole image plane. 

Consequently, the error component induced by the 

movement of principle point is larger than the total 

measurement error at these corners. 

To gain a direct perception of the temperature-induced 

variability of the camera extrinsic parameters, the variations 

of the Euler angles and translation components of the 

bottom right target panel are plotted in Figs. 10 and 11, 

respectively. It is evident that only the roll angle and 

camera-to-object distance show variations well correlated 

with temperature, whereas the rest parameters are 

independent of temperature variation. Recalling Fig. 7(a), it 

can be seen that the camera-to-object distance decreases as 

the mean temperature of digital camera rises and vice versa. 

It shows a good agreement with the fact that the digital 

camera and/or zoom lens expand as the temperature ascends 

which thereby shortens the camera-to-object distance. 

Though the camera-to-object distance varies in a small 

range only, it shows a good correspondence with the mean 
 

 

 

 

Table 5 Statistics of error component due to movement of principle point at peak temperature in 

Dataset 3 

Corner 
Total measurement error Error component Proportion of error component 

Horizontal Vertical Horizontal Vertical Horizontal Vertical 

Upper left 0.640 3.909 0.675 3.944 105.4 100.9 

Upper right 0.711 3.913 0.675 3.944 95.0 100.8 

Bottom left 0.640 3.972 0.675 3.944 105.6 99.3 

Bottom right 0.717 3.968 0.675 3.944 94.1 99.4 

Central 0.675 3.944 0.675 3.944 100.0 100.0 
 

Table 6 Statistics of error component due to variation of focal lengths at peak temperature in Dataset 3 

Corner 
Total measurement error Error component Proportion of error component 

Horizontal Vertical Horizontal Vertical Horizontal Vertical 

Upper left 0.640 3.909 -0.030 -0.031 -4.8 -0.8 

Upper right 0.711 3.913 0.032 -0.027 4.5 -0.7 

Bottom left 0.640 3.972 -0.031 0.024 -4.9 0.6 

Bottom right 0.717 3.968 0.037 0.020 5.1 0.5 

Central 0.675 3.944 0 0 0.0 0.0 
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temperature of digital camera. It therefore helps verify the 

correctness of the extracted camera parameters. As the 

target panels were kept fixed throughout the tests, only 

 

 

 

minor pose variations are observed. To exemplify this, 

Table 7 shows the comparisons of the pose of all the five 

target panels computed at reference temperature and peak 

 

(a) Pitch angle 
 

 

(b) Yaw angle 
 

 

(c) Roll angle 

Fig. 10 Changes in Euler angles of bottom right target panel in Dataset 3 

 

(a) x-component 
 

 

(b) y-component 
 

 

(c) z-component 

Fig. 11 Changes in translation components of bottom right target panel in Dataset 3 
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temperature. Among the Euler angels, the roll angle shows 

the most remarkable variation. A maximum variation of 

0.030o is observed in the roll angle of the right bottom 

target panel. Likewise, the camera-to-object distance 

exhibits the most significant variation among the translation 

components. The maximum variation, which is 0.017 mm, 

is occurred in the central target panel. It is therefore 

expected that the measurement error induced by the 

variation of camera extrinsic parameters will be negligible. 

Actually, such is the fact. To evidence this, the error 

component induced by the variation of Euler angles or 

translation vector was calculated. To save space, the 

detailed results are not presented. Among the four 

outermost corners as well as the central corner, the error 

component results from the variation of Euler angels does 

not contribute to the total measurement error in the vertical 

direction, and it occupies no more than 0.2% in the 

horizontal direction. Likewise, the error component arises 

from the variation of translation vector accounts for less 

than 0.6% and 0.1% of the total measurement error in the 

horizontal and vertical directions. Recognizing that the 

camera-to-object distance in this test is some 1,800 mm 

only, the relative variation of the camera-to-object distance 

will become more trivial in field monitoring as its initial 

length will increase substantially. Therefore, it is speculated 

that the error component due to the variation of translation 

vector will contribute less in the total measurement error in 

field monitoring. Thereby, it is believed that the camera 

extrinsic parameters are insensitive to temperature variation 

and their contributions to the total measurement error are 

negligible. 

 

 

5. Elimination of temperature-caused 
measurement error 
 

Making use of the temperature-induced variability of the 

camera parameters revealed in this study, an approach is 

proposed for eliminating the temperature-caused measure-

ment error in videogrammetric displacement measurements. 

First, correlation models between camera parameters and 

temperature are formulated. Among the camera parameters, 

the coordinates of principle point and the focal lengths are 

shown to be prone to temperature variation. Accordingly, 

correlation models are individually established for them. To 

this end, camera calibration tests are needed to be 

conducted before field monitoring to obtain measurement 

data for model fitting. The variation of the coordinates of 

principle point due to temperature variation is inherent to 

 

 

the camera itself. Therefore, it is invariant to the 

measurement setup and thereby the correlation model 

between coordinates of principle point and temperature is 

applicable to different measurement setups. Nevertheless, 

the focal length is dependent on the measurement setup if 

zoom lens is utilized. In other words, the initial value of 

focal length differs in different measurement setups. So far, 

the relationship between focal length and temperature under 

different initial focal lengths has not been studied. To 

reduce the uncertainties that may be induced by the 

different initial values of focal length, it is desirable to set 

the focal length in the camera calibration test the same as 

the one to be used in field monitoring. It can be fulfilled by 

scaling down the FOV according to the ratio between the 

camera-to-object distances used in field monitoring and 

camera calibration test. In this study, linear correlation 

models are constructed by means of linear regression 

analysis thanks to the excellent linear relationship between 

them. Given a set of temperature data measured in field 

monitoring, the corresponding coordinates of principle 

point and focal lengths are then predicted from the 

correlation models. After that, the camera projective matrix 

or homography matrix is updated using the predicated 

camera parameters in conjunction with other in-situ 

calibrated camera parameters. Finally, the temperature-

caused measurement error can be eliminated by 

reconstructing the world coordinates of the target with the 

measured pixel coordinates and the updated camera 

projective matrix or homography matrix. 

As an illustration, the elimination of the temperature-

caused measurement error in Dataset 3 is elaborated herein. 

The measurement data are divided into two subsets. The 

measurement data in the first cycle are employed for model 

fitting, which constitutes the training data set. The 

measurement data in the succeeding two cycles are 

exploited for model testing, which constitutes the testing 

data set. Making use of the mean temperature of digital 

camera and the corresponding camera parameters in the 

training data set, linear correlation models are formulated 

for the coordinates of principle point and the focal lengths 

by linear regression analysis. After that, the temperature 

data in the training data set are fed into the models again to 

generate reproduced camera parameters to evaluate the 

reproduction capability of the models. Likewise, the 

temperature data in the testing data set are presented to the 

models to output predicted camera parameters to assess the 

prediction capability. To quantify the model performance, 

residuals between measured and reproduced/predicted 

camera parameters as well as correlation coefficients 

Table 7 Pose of target panels computed at reference temperature and peak temperature in Dataset 3 

Corner 
Reference temperature Peak temperature 

θx θy θz 𝑡𝑥 𝑡𝑦 𝑡𝑧 θx θy θz 𝑡𝑥 𝑡𝑦 𝑡𝑧 

Upper left -5.770 31.196 50.664 -93.475 94.162 1826.381 -5.770 31.196 50.635 -93.479 94.170 1826.365 

Upper right 5.387 -33.479 -50.855 105.336 92.653 1790.108 5.387 -33.479 -50.884 105.333 92.661 1790.092 

Bottom left 21.552 32.845 33.110 -92.969 -96.665 1832.423 21.552 32.845 33.081 -92.969 -96.657 1832.407 

Bottom right -7.322 -30.533 12.932 101.917 -90.572 1775.712 -7.322 -30.533 12.904 101.915 -90.564 1775.695 

Central 5.246 30.906 1.706 -0.382 -5.094 1713.686 5.246 30.906 1.678 -0.389 -5.086 1713.669 
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between them are calculated. Table 8 summarizes the 

statistics of the reproduced and predicted camera 

parameters. As it can be seen, the models achieve 

comparable reproduction and prediction performance in 

terms of both RMS of residuals and correlation coefficient. 

In general, the residuals are deemed small relative to the 

fluctuation range of the camera parameters. It illustrates that 

the models possess satisfactory reproduction and prediction 

capabilities, which can also be validated in the perspective 

of the correlation coefficient. All the correlation coefficients 

are larger than 0.96 and most of them approach up to 0.99. 

Making use of the reproduced or predicted camera 

parameters (the coordinates of principal point and the focal 

lengths) along with other camera parameters computed in 

the initial frame, the corresponding homography matrix is 

updated. The world coordinates of the corners are 

reconstructed from their pixels coordinates with the use of 

the updated homography matrix. With reference to the 

world coordinates of the corners in the initial frame, the 

 

 

 

 

 

 

displacements are then computed. As the target panels were 

kept fixed in the test, the displacement is purely the residual 

measurement error obtained after the removal of the error 

components arises from the variations of coordinates of 

principle point and focal lengths. As an illustration, Fig. 12 

presents the comparisons between raw and residual 

measurement errors of the bottom left corner. The residual 

measurement error fluctuates in a small range only, which 

shows no apparent correlations with temperature variation. 

In addition, the measurement error rectified by predicted 

camera parameters is not inferior to the counterpart rectified 

by reproduced camera parameters, thanks to the comparable 

reproduction and predication capabilities of the formulated 

correlation models. It indicates that the approach is 

competent for eliminating the temperature-caused 

measurement error. Table 9 collects the RMS of raw and 

residual measurement errors. It is apparent that the 

magnitude of the measurement error reduces substantially 

after the elimination of temperature effect. The RMS of 

Table 8 Statistics of reproduced and predicted camera parameters in Dataset 3 

Camera 

parameters 
Range 

RMS of residuals Correlation coefficient 

Reproduced Predicted Reproduced Predicted 

𝑢0 0.799 0.054 0.053 0.967 0.969 

𝑣0 5.061 0.172 0.212 0.995 0.992 

𝑎𝑥 0.585 0.025 0.029 0.994 0.990 

𝑎𝑦 0.568 0.022 0.029 0.993 0.989 
 

  

(a) Horizontal (b) Vertical 

Fig. 12 Raw and residual measurement error of bottom left corner in Dataset 3 

Table 9 RMS of raw and residual measurement errors in Dataset 3 

Corner 
Raw error 

Residual error considering 

variation of focal lengths 

Residual error neglecting 

variation of focal lengths 

Horizontal Vertical Horizontal Vertical Horizontal Vertical 

Upper left 0.760 0.421 0.051 0.038 0.052 0.039 

Upper right 0.553 0.674 0.052 0.045 0.053 0.046 

Bottom left 0.599 0.689 0.047 0.060 0.048 0.061 

Bottom right 0.358 0.814 0.025 0.065 0.026 0.066 

Central 0.205 0.862 0.019 0.066 0.019 0.066 
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residual measurement error is no more than 10% of the 

RMS of raw measurement error, whether in horizontal or 

vertical direction. It therefore verifies that the approach 

achieves satisfactory performance for eliminating 

temperature-caused measurement error. It is expected that 

better performance can be achieved by the approach in field 

monitoring as the temperature sensitive error components 

will occupy more share when the temperature range 

increases. 

Recalling that the error component results from the 

variation of focal lengths occupies a small share in the total 

measurement error, an attempt is also made to rectify the 

raw measurement error with the use of updated coordinates 

of principal point only. The results are also shown in Table 

9. It is evident that the RMSs of residual measurement 

errors obtained by the two means are barely discriminable, 

implying that only trivial improvement is achieved at the 

price of more complex computations. It is therefore 

speculated that it may be unnecessary to take account of the 

variation of focal length in the elimination of the 

temperature-caused measurement error. On this premise, an 

alternative approach for eliminating temperature-caused 

measurement error can be employed. First, correlation 

models between coordinates of principle point and 

temperature are formulated in a similar way. To eliminate 

the temperature effect, the pixel coordinates of the target 

under different temperature conditions are then normalized 

to the reference status of temperature in the initial frame by 

making use of the correlation models. Specifically, the 

coordinates of principal point that corresponds to the 

reference temperature is obtained from the models by 

feeding the reference temperature into it. Likewise, the 

coordinates of principal point corresponding to 

temperatures other than the reference temperature are 

predicted from the models in the same way. Hereof, the 

temperature-caused change in the coordinates of principal 

point can be obtained by subtracting the reference 

coordinates of principal point from the predicted 

counterparts. The normalized pixel coordinates of the target 

are finally obtained by subtracting the temperature-caused 

change of the coordinates of principal point from the 

measured pixel coordinates of the target. After that, the 

world coordinates of the target are computed from the 

normalized pixel coordinates of the target, in which the 

temperature-caused measurement error are removed, with 

the use of the camera projective matrix or homography 

matrix computed in the initial frame. This approach is also 

examined by Dataset 3. The results are almost the same as 

those presented in Table 9 expect for some trivial 

differences caused by numerical computation. To save 

space, the detail results are not presented. An advantage to 

neglect the variation of focal length is that the focal length 

in the camera calibration test is not necessarily set into the 

one to be used in the field monitoring. It will significantly 

facilitate the camera calibration test and thereby enhance 

the general validity of the proposed approach. Therefore, 

the approach is believed to have wide applicative 

perspectives in real applications. 

 

 

6. Conclusions 
 

The effect of temperature variation on the video-

grammetric displacement measurement has been 

investigated in this study. Camera calibration tests have 

been performed under both monotonic and cyclic air 

temperature variations. Features of measurement error and 

the casual link between temperature variation and 

measurement error have been revealed. The underlying 

camera intrinsic and extrinsic parameters have been 

extracted and their temperature-induced variability has been 

examined. By so doing, the mechanism responsible for the 

temperature effect of the videogrammetric technique has 

been explored. On this ground, an approach for eliminating 

the temperature-caused measurement error in video-

grammetric displacement measurements has been proposed. 

The performance of the approach for eliminating the 

temperature-caused measurement error has been examined 

by making use of the measurement data acquired under 

cyclic temperature variation. The following conclusions 

have been drawn from this study: 

 

● The monotonic and cyclic air temperature variations 

impose nearly the same effect on the 

videogrammetric displacement measurement 

technique. The variation of the temperature of digital 

camera is identified as the main cause of 

measurement error. An excellent linear relationship 

between measurement error and mean temperature of 

digital camera is observed. 

● Among the camera parameters, the coordinates of 

principle point and the focal lengths are prone to 

temperature variation, whereas the rest of them are 

insensitive to temperature variation. Both the 

coordinates of principle point and the focal lengths 

show variations well correlated with temperature 

variation, which is of great value for the elimination 

of temperature-caused measurement error. 

● Different camera parameters impose counter effect 

on the total measurement error. The error component 

arises from the variation of the coordinates of 

principle point accounts for a dominantly large 

percentage in the total measurement error, whereas 

the proportion of the error component results from 

the variation of the focal lengths is small. The 

measurement error is therefore thought to be an 

outcome mainly attributed to the variation of the 

coordinates of principle point. 

● The proposed approach for eliminating the 

temperature-caused measurement error in 

videogrammetric displacement measurements 

achieves satisfactory performance. Taking account of 

the variation of the focal length barely improves the 

performance of the approach. A simplified approach 

without considering the variation of the focal length 

may be sufficient for eliminating the temperature-

caused measurement error, which helps enhance the 

general validity of the approach. 
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