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1. Introduction 
 

Bridge collapse suddenly happens unexpectedly, 

resulting in a big impact on our society in a very negative 

way. There are many reasons why a bridge collapses, such 

as a combination of problems, design faults and 

manufacturing errors, and poor maintenance. A number of 

problems or combinations of factors are the main reasons 

why bridges fail. If they happen individually, the bridge will 

not fall. But when they happen at once, they have 

catastrophic consequences. Design flaws and manufacturing 

errors were other major reasons. However, they are 

becoming less common than in the past. Instead, poor 

maintenance is becoming a major contributor to the recent 

collapse. Also, the aging of bridges can make the situation 

worse. The fall of the Silver Bridge on the Ohio River in 

1967 and the collapse of the Sungsoo Bridge in the Han  
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River in 1994 are well known as two of the bridge collapses 

in the US and Korea. Even if the years of the occurrence are 

different, these two tragic collapses brought about national 

interests and concerns about safety checks and bridge 

maintenance in both countries. 

In the case of the United States, it was reported that 

about 10% of total bridges were structurally deficient in 

2016 (ASCE 2017). The more problematic thing was its 

average age of about 43 years (ASCE 2017). As noted 

before, the aging of bridges will make the situation worse. 

As for Japan, half of the total bridges will be more than 50 

years old in 2030 (Fujino and Takada 2008). Korea and 

China are a little bit better situation because these countries 

were developed relatively late. However, it is known that 

the aging of infrastructure is inevitable. Thus, an 

appropriate measure should be prepared in advance. That is, 

bridge maintenance has become an important task for the 

government as well as bridge engineers. 

In order to secure public safety and structural reliability, 

it is indispensable to conduct timely maintenance such as 

bridge inspection and condition assessment. In other words, 

bridge inspection to check out the condition of a bridge, 

which have suffered from various damages such as cracks, 

corrosion, efflorescence, spalling and exposed rebar during 

its lifespan, is needed. Visual inspection is the oldest and 
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Abstract.  Bridge collapses may deliver a huge impact on our society in a very negative way. Out of many reasons why bridges 

collapse, poor maintenance is becoming a main contributing factor to many recent collapses. Furthermore, the aging of bridges 

is able to make the situation much worse. In order to prevent this unwanted event, it is indispensable to conduct continuous 

bridge monitoring and timely maintenance. Visual inspection is the most widely used method, but it is heavily dependent on the 

experience of the inspectors. It is also time-consuming, labor-intensive, costly, disruptive, and even unsafe for the inspectors. In 

order to address its limitations, in recent years increasing interests have been paid to the use of unmanned aerial vehicles 

(UAVs), which is expected to make the inspection process safer, faster and more cost-effective. In addition, it can cover the area 

where it is too hard to reach by inspectors. However, this strategy is still in a primitive stage because there are many things to be 

addressed for real implementation. In this paper, a typical procedure of bridge inspection using UAVs consisting of three phases 

(i.e., pre-inspection, inspection, and post-inspection phases) and the detailed tasks by phase are described. Also, three major 

challenges, which are related to a UAV’s flight, image data acquisition, and damage identification, respectively, are identified 

from a practical perspective (e.g., localization of a UAV under the bridge, high-quality image capture, etc.) and their possible 

solutions are discussed by examining recently developed or currently developing techniques such as the graph-based localization 

algorithm, and the image quality assessment and enhancement strategy. In particular, deep learning based algorithms such as R-

CNN and Mask R-CNN for classifying, localizing and quantifying several damage types (e.g., cracks, corrosion, spalling, 

efflorescence, etc.) in an automatic manner are discussed. This strategy is based on a huge amount of image data obtained from 

unmanned inspection equipment consisting of the UAV and imaging devices (vision and IR cameras). 
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most frequent type of bridge inspection (Dorafshan and 

Maguire 2018), but it heavily depends upon the experience 

of the inspectors, and it is time-consuming, labor-intensive, 

costly, disruptive, and even unsafe for the inspectors. This 

conventional method may also require special equipment 

such as under-bridge units and skilled personnel. Thus, a 

new approach to overcome the limitations of the current 

approach should be required. 

In recent years, an increasing interest has been paid to 

the use of an unmanned aerial vehicle (UAV) in many areas. 

Of course, bridge inspection area is no exception. Due to 

many attractive features of a UAV equipped with imaging 

devices such as visual cameras, it is expected to address 

many limitations of the conventional inspection approach. 

That is, the use of a UAV can make the inspection process 

safer, faster, and more cost-effective (Dorafshan and 

Maguire 2018). In addition, it can inspect members or spots 

that are difficult for the inspector to reach, for example, the 

upper part of a main tower in a long-span bridge. Because 

of these potential advantages, bridge inspection using UAVs 

has received fast growing interests in many countries 

including the United States, Europe, Australia, Japan, 

China, and Korea (Chen et al. 2019, Darby et al. 2019, Jung 

et al. 2019). Initially, the demonstration or trial projects 

were mainly conducted for validating its feasibility. For 

example, many state Departments of Transportation (DOTs) 

have conducted demonstration projects using UAVs to 

identify damage on several bridges in the United States 

(Moller 2008, Irizarry and Johnson 2014, Brooks et al. 

2015, Lovelace and Zink 2015, Otero et al. 2015, Wells and 

Lovelace 2017). It seems that their main purpose is to make 

routine inspection more economical, faster, and safer by 

simply replacing naked eyes of inspectors with imaging 

devices mounted on UAVs. 

Even though there is a lot of interest around the world, 

there are still a number of limitations and constraints to the 

practical application of this technology. Chan et al. (2015) 

summarized challenges for UAV implementation as 

follows: regulation of governing authorities, limitations for 

superstructure and substructure components, visual 

observation, fail-safe programming and obstacle avoidance, 

and localization of UAVs in the Global Positioning Systems 

(GPS) denied environment. Dorafshan and Maguire (2018) 

added a few more challenges such as automated or semi-

automated tool development mainly for post-processing 

operations and weather conditions (e.g., variable lighting 

conditions underneath a bridge, high wind speeds, etc.). 

In addition to addressing the limitations and constraints 

of bridge inspection using UAVs, many studies are also 

being actively conducted to maximize the potential of 

imaging devices mounted on the UAV and to utilize actual 

bridge condition assessments and ratings. In particular, 

Morgenthal et al. (2019) proposed a comprehensive 

framework for automated UAV-based bridge inspection and 

condition assessment. Their framework includes 3-

dimensional (3D) flight path planning, high-precision 3D 

bridge element reconstruction, automated image analysis 

for feature detection, and mechanical interpretation of 

acquired data using point cloud analysis methods for 

calibration of numerical models. It was demonstrated with a 

realistic case study that their methodology could be used for 

an intelligent and potentially autonomous safety assessment 

of bridge structures. However, they did not explicitly 

address some important technical challenges that could 

cause problems when applying UAVs to real bridges, such 

as GPS shaded area flight and identification of various 

damages. It is necessary to draw out the challenges from the 

practical perspective and examine the technologies that can 

solve them. In addition, in order to effectively utilize this 

technology for detailed bridge safety diagnosis as well as 

routine inspection, it is necessary to obtain a technique that 

can distinguish a crack width of about 0.3 mm because it is 

the allowable maximum crack width of concrete structures 

(Wu 2015). However, previous studies have rarely 

considered issues related to this accuracy. 

This paper deals with a UAV-based bridge inspection 

and condition assessment strategy by focusing on major 

challenges and their possible solutions. To do so, the three 

major technical challenges in bridge inspection using UAVs 

are first identified from a practical point of view after 

describing a typical procedure of bridge inspection using 

UAVs. And, corresponding potential solutions for 

addressing the major challenges, which have been recently 

developed or are being developed, are presented and 

discussed. 

 

 

2. Typical UAV-based bridge inspection procedure 
and major challenges from a practical perspective 

 

In this chapter, the typical procedure for inspecting a 

bridge structure using UAVs are first explained. Although 

specific details may vary slightly depending on the purpose 

of the inspection, the target bridge, and the surrounding 

environment, here are some common procedures that can be 

performed in common UAV-based bridge inspection. 

Duque (2017) presented a UAV-based bridge inspection 

protocol consisting of five stages (i.e., bridge information 

review, site risk assessment, drone pre-flight setup, drone-

enabled bridge inspection, and damage identification). He 

also developed a UAV-image-based damage quantification 

protocol to efficiently identify and quantify damage on the 

bridge. On the other hand, Morgenthal et al. (2019) 

presented the 8-step inspection processes: preparation, 

flight path generation, UAV-based data acquisition, 

photogrammetric 3D reconstruction, anomaly detection, 3D 

modeling and visualization, mechanical interpretation, and 

structural condition assessment. In this study, the entire 

procedure can be simply divided into three stages: Pre-

Inspection, Inspection, and Post-Inspection. Fig. 1 shows 

the overall inspection procedure presented in this study. 

Each stage has its own tasks as seen from the figure. 

 

2.1 UAV-based bridge inspection procedure 
 
2.1.1 The Pre-inspection phase 
The pre-inspection stage is a necessary step to 

successfully perform bridge inspection using UAVs. It is the 

preparation stage for the main inspection, analyzing the 

preliminary information about the bridge to be inspected  
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and specifying the inspection plan through the preliminary 

exploration. Detailed steps and tasks in this stage can be 

found in Fig. 1. As seen from the figure, the bridge to be 

inspected should be first selected and the basic information 

about the bridge should be collected, organized, and 

analyzed. Also, the surrounding environment of the target 

bridge and the proper location of the ground control station 

(GCS) for UAV navigation should be carefully examined. 

Checking the status of the UAV and the imaging devices 

such as vision cameras to be mounted is also one of the 

primary tasks to be performed at this stage. 

If the key information about the bridge does not exist or 

if the information is not enough, it must be obtained 

through a preliminary flight during the pre-site visit before 

the main inspection stage. Through this activity, it is 

possible to generate a 3D model which can provide a virtual 

map for the UAV to navigate around the bridge and avoid 

obstacles. That is, the 3D model can be used for the flight 

path and inspection scenario planning. However, it is 

noteworthy that the detailed 3D model of a bridge for 

purposed of damage identification has not been constructed 

successfully yet (Dorafshan and Maquire 2018). The 

information acquired from the preliminary flight can be also 

used to generate the inspection map for damage history 

management. 

 

2.1.2 The Inspection phase 
In the main inspection stage of the conventional 

approach, the highly trained inspector performs visual 

inspection at close range, but in the case of UAV-based 

bridge inspection, the UAV approaches to the inspection 

area (i.e., the region of interest) and moves according to the 

preset path. At this stage, the success or failure of the 

mission may change depending on changes in the  

 

 

surrounding environment such as wind, sunlight, and shade. 

Especially, in case of inspecting the bottom of the bridge 

deck, countermeasures are needed because the GPS signal 

commonly used in the UAV flight cannot be used. Also, 

when inspecting with the UAV, make sure that UAV follows 

the path so that there are no missing areas. It is more 

effective to use a specially designed UAV with a proper 

performance for bridge inspection rather than using a 

general purpose UAV in order to perform them stable. 

The final goal of the inspection phase is to secure image 

data having sufficient quality without missing parts of the 

inspection area by using UAVs equipped with the imaging 

device. This step has the procedure for the UAV to access 

the inspection area, perform the given mission, and return 

home. The procedure within the step is simple, but many 

considerations need to be taken in order for this process to 

be successful. In particular, there are many requirements 

related to the function or performance of a UAV, and a more 

detailed discussion on technical challenges in this stage will 

be given in the next section. 

 

2.1.3 The Post-inspection phase 
The overall procedure of the post-inspection phase is as 

follows: various types of damage in each member are first 

identified based on the image data obtained in the previous 

stage; then, the condition assessment is performed at the 

member level and span level, and finally, the condition 

assessment is performed on the entire bridge. To this end, 

the missing part in the inspection area and the quality of the 

acquired image data should be examined first, and if 

necessary, the process of enhancing the image quality can 

be performed. Next, various types of damage should be 

identified on a per-member basis and quantified by the type 

of damage with image processing techniques (IPTs), and the  

 

Fig. 1 Typical procedure of bridge inspection using UAV 
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detected damage can be integrated into the 3D model or the 

inspection map. Condition evaluation for each member is 

performed with this quantified data. These results are 

combined to evaluate the span level, and finally, the 

condition of the bridge is assessed. The subsequent rating 

process is followed by maintenance guidelines. Finally, 

these results can be compared with the previous data to 

review the progress of the damage and provide repair and 

retrofit measures, if necessary. 

 

2.2 Challenges identified from each phase 
 

At this section, detailed challenges during the UAV-

based bridge inspection procedure are presented and 

discussed. Table 1 shows a summary of the challenges in 

each phase. After identifying challenges in each phase, 

more important and difficult technical ones from a practical 

point of view are taken into consideration, which are called 

‘major challenges’ as listed at the last column in the table. 

 

2.2.1 Challenges in the pre-inspection phase 
In the pre-inspection phase, there are many challenges 

related to the bridge information review and analysis such 

as no document and drawings. In addition, regulation of 

governing authorities may hinder the use of UAVs. When 

bridges that contain road underpasses are considered to be 

inspected, UAVs are unfeasible for substructure and 

superstructure components (Chan et al. 2015). 3D model or 

inspection map generation for flight path planning or 

damage visualization is also another challenging task in the 

pre-inspection phase. 

 

2.2.2 Challenges in the inspection phase 
In the inspection phase, there are also many challenges 

associated with the mission, because the UAV has to  

 

 

 

perform near the inspection area of the bridge. There are the 

localization issue in the GPS denied environment, the 

weather condition such as strong wind and sunlight change, 

and others. Most of them may come from the surroundings 

of a target bridge. Another factor is related to the UAV’s 

performance. In other words, the UAV should fly longer 

because of the longer inspection time required, and it should 

have the capability of collision avoidance as well as 

sufficient payload capacity and versatility of camera 

location. 

 

2.2.3 Challenges in the post-inspection phase 
In the post-inspection phase, there are a number of 

challenges involved in detecting damage and assessing the 

condition. First, it is quite challenging to secure high-

quality image data from the missing part-free inspection 

area. Next, various damage types (e.g., crack, spalling, 

corrosion, efflorescence, etc.) should be detected by using 

damage classification/localization methods. Also, the 

damage quantification issue will be followed. If this process 

is manually operated, it will be too time-consuming, thus 

this damage identification should be automated. The false 

alarm is one of the critical challenges in this phase as well. 

 

 

2.2.4 Three major challenges from a practical 
perspective 

As seen in the previous sections, there are many 

challenges in each phase. Some of them are not difficult to 

solve and some cannot be addressed by researchers (e.g., 

regulation of governing authorities). In this study, three 

major challenges are selected, which are considered as 

crucial issues to be addressed for applying UAVs to detailed 

bridge safety diagnosis as well as routine inspection from a 

practical point of view. They are listed in the last column of 

Table 1 Challenges and major challenges identified from each phase 

Phases Challenges Major Challenges 

Pre-Inspection 

- No document / drawings  

- Regulation of governing authorities 

- 3D model or inspection map generation 

- Limitations for superstructure and substructure components 

 

Inspection 

- Localization of the UAV in the GPS denied environment 

- Collision avoidance  

- Weather condition (wind, sunlight) 

- Longer inspection time required 

- Camera location, payload capacity 

- Low illumination 

1. Flight related challenges 

(GPS denied environment 

& limited UAV 

performance) 

Post-Inspection 

- Missing part in the inspection area 

- Quality of images acquired from UAVs 

- A huge amount of image data 

- Various damage types (crack, spalling, corrosion,  

efflorescence, etc.)  

- Damage classification/localization/quantification 

- Automation of damage identification 

- False alarm 

- Visualization of damage on the 3D model or inspection map 

2. Data acquisition related 

challenges 

(Missing part in the 

inspection area & quality 

of image data) 

 

3. Damage identification 

related challenges 

(Damage detection of 

various damage types from 

a huge amount of image 

data & false alarm) 
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Table 1. 

The first major challenge is related to UAV flight. These 

include the challenges that impede the ability of a UAV to 

fly around the bridge without any difficulty and to inspect 

the bridge condition. This includes the issues related to 

localization of the UAV in the GPS denied environment and 

limited UAV performance for bridge inspection such as 

short flying time (or short inspection time using the UAV) 

and limitation on accessibility to a narrow space. 

The second major challenge is related to the secure 

acquisition of the image data. Even if the UAV can freely 

fly for bridge inspection, it may not be possible to secure all 

the image data for all inspection areas due to various 

external environmental factors, and there may be problems 
with the missing part in the inspection area and the quality 

of the captured image data. These challenges need to be 

addressed thoroughly for the next step, the damage 

identification, to be successful. 
The third major challenge is about quick and accurate 

damage identification and quantification from the vast 

amount of image data obtained from the UAV. To solve this 

problem, it is not possible to use conventional image 

processing techniques and manual processes. Faster and 

more automated techniques are needed, and methods to 

minimize false alarm should also be developed. 

 
 
3. Solutions for addressing major challenges 

 

In this chapter, technologies that have been recently 

developed or are being developed are presented and 

discussed to address the three main challenges selected in 

the previous chapter. First, the techniques for solving the 

UAV flight related challenges are described, and then the 

solutions to major challenges related to securing sufficient 

quality image data are dealt with. Third, the strategies for 

quickly and accurately processing a huge amount of image 

data have been discussed to detect and quantify multiple 

damage types, and the false alarm issue is also dealt with. 
 

3.1 Flight related challenges 
 
The first major challenge is the technical limitations 

associated with UAV flight. That is, in order to properly 

check the appearance of a bridge, the UAV should be able 

to freely fly around the bridge, and there are cases where 

such access is restricted for various reasons. The first and 

biggest hurdle is the GPS denied environment. If the UAV 

cannot fly under the bridge due to this challenge, the bridge 

inspection procedure cannot be successfully conducted. 

Another one is about the limited performance of a UAV 

used for inspection. The UAV must have the functions and 

performance that are essential for bridge inspection, but 

most commercial UAVs do not have some of them. In some 

cases, detailed inspection of the small specific area may be 

necessary, but this task cannot be performed with existing 

UAVs. Resolving these issues will certainly complete the 

first step of a bridge inspection strategy using UAVs. 

 

 

3.1.1 GPS denied environment 
One of the most prominent technical challenges in the 

UAV-based bridge inspection is how to operate the UAV 

under the GPS denied environment like underneath the 

large bridge deck. In order to successfully complete the 

mission, a technique to localize a UAV without the GPS 

signal is needed. In addition, it is able to help to accurately 

identify the cracks or other damage types of the bridge. 

A GPS denied environment under a bridge decreases the 

stability of the UAV platform. Thus, many flight planning 

methods using appearance image-based recognition (Han et 

al. 2015), simultaneous localization and mapping (SLAM) 

(Munguia et al. 2016), and Lidar odometry mapping in real-

time (LOAM) (Sabatini et al. 2014) have been proposed to 

reduce the GPS error. Other researchers proposed and 
investigated a protocol for bridge inspection to address the 

challenges (Kim et al. 2017, Eschmann et al. 2013, Pereira 

et al. 2015). In addition, previous works used a method of 

generating three-dimensional information of a bridge by 

using images taken from the UAV and commercial tools 

(Hallerman and Morgenthal 2014, Chen et al. 2018) or 

mapping a bridge by using a LiDAR or a Leica geometry 

equipment at a lower part of a bridge and then using those 

data in the UAV (Khaloo et al. 2018, Delgado et al. 2017). 

However, most of them are based on the prebuilt map and 

cannot acquire real-time pose of the UAV under the bridge. 
One of the representative solutions proposed by Song et 

al. (2018) is an image-based position estimation algorithm 

using a camera in addition to a conventional LiDAR (Light 

Detection And Ranging) sensor and a GPS sensor and IMU 

(Inertial Measurement Unit) embedded in the UAV. 

 

 

 

(a) Overall flow diagram of the graph-based SLAM algorithm 

 

 

 

(b) Matching result using the graph-based SLAM algorithm 
 

Fig. 2 Graph-based SLAM algorithm for addressing the 

GPS denied environment issue (Song et al. 2018) 
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They developed a novel strategy for SLAM method under 

large bridges. The overall flow diagram of the proposed 

method is shown in Fig. 2(a). Basically, it is based on 

graph-structured SLAM. Sensors that are attached to UAVs 

are cameras, IMU, GPS, and 3D LiDAR, which are 

received as data and utilized in SLAM's structure. Because 

GPS signals are not detected at the bottom of the bridge, 

GPS data were used as information of nodes only when 

GPS signals were received. As shown in the figure, the 

Visual Initial Odometry (VIO) results are calculated by 

using camera images and IMU data. For robustness, a 

combination of the VIO estimate and the 3D LiDAR data is 

input to a graph structure of SLAM. In the algorithm, the 

VIO estimate is used for local pose estimation to approve 

the better accuracy of 3D LiDAR matching, and the 3D 

LiDAR matching is used for not only local pose 

optimization with Normal Distribution Transform but also 

global pose-graph optimization with General ICP with 

voxels. Fig. 2(b) shows the enhanced performance of the 

developed graph-based SLAM algorithm. 
 

3.1.2 Limited UAV performance for bridge inspection 
The next challenge is about whether the UAV is suitable 

for bridge inspection or not. In many previous studies, 

commercially available UAVs such as DJI Phantom 4 and 

DJI Inspire 2 were used for inspecting bridges. However, 

they are general purpose UAVs, so there some limitations 

for performing a specific mission. Typical examples are the 

lack of inspection time which is highly dependent upon 

payload, and the ability to overcome wind speed and limit 

camera installation.  

To address these challenges, a customized UAV is 

needed. In other words, the UAV’s performance is being 

enhanced to more effectively use it for bridge inspection. 

Through previous challenge identification process, one can 

list up some features bridge inspection UAVs should have. 

First, in order to successfully complete the inspection using 

UAVs for at least one span at a time, its flying time should 

be extended considerably. For example, pure inspection 

time should be guaranteed for at least 20 minutes, and it 

means that its flying time should be extended at least 30 

minutes with a payload of more than 4.2 kg. Also, it should 

be robust to wind condition change. It is able to fly without 

any difficulty under the maximum instantaneous wind 

speed of 10 m/s and should have the path following 

capability because strong winds or gusts are likely to occur 

around the bridge. In addition, the installation position of an 

imaging device such as a vision camera should be 

adjustable according to the purposed of inspection. If the 

imaging device is installed at the front side, it can inspect 

the upward direction (e.g., the bottom surface of the deck) 

as well as the forward direction (e.g., the surface of the 

pier). To this end, a gimbal with 180-degree vertical rotation 

can be designed. These functions of UAVs required for 

bridge inspection are summarized in Table 2. Fig. 3 shows 

the schematic of a customized UAV having all the functions 

or capabilities mentioned above. 

 
 
 

Table 2 Functions of UAVs required for bridge inspection 

Function required Description 

Flying time (inspection 

time) 

At least 30 min. (20 min.) subject 

to payload of 4.2 kg 

Minimum Payload 

About 4.2 kg (various sensors such 

as a 3D LiDAR and a DSLR 

camera, and a mini PC) 

Wind resistance capacity 

Stable flight under the maximum 

instantaneous wind speed of 10 

m/s; path-following capability 

Location of imaging 

devices 

The front side for inspecting the 

upward direction as well as the 

forward direction 

 
 

 

Fig. 3 Performance-enhanced UAV platform 

 
 

3.1.3 Limitation on the accessibility to a narrow 
space 

When we inspect a bridge with a UAV, sometimes we have 

to inspect in a narrow space or to inspect a certain small 

area more specifically. In that case, a specially designed 

UAV is more appropriate than an ordinary UAV. There are 

already several UAVs specially designed for that purpose. 

Fig. 4(a) shows a specially designed UAV which has a 

carbon fiber skeleton with a spherical exoskeleton for 

protecting the UAV and a UAV having two wheels which 

can climb and run on the bridge surface, respectively 

(Salaan et al. 2018, Yamada et al. 2017). Moreover, 

Myeong and Myung (2019) have developed a different 

approach which is the posture-changing UAV using a tilt-

rotor mechanism as shown in Fig. 4(b). 

Myeong (2019) proposed another attachment-type UAV. 

It has a rotary arm so that it can address disadvantages in 

terms of energy efficiency and impact in attaching and 

detaching processes of the existing attachment-type UAV 

shown in Fig. 4(b). Fig. 5(a) shows its detail view. The 

outdoor experiment has successfully proceeded on a bridge 

as shown in Fig. 5(b). 

 

3.2 Image data acquisition related challenges 
 

As seen in Table 1, the second and third major 

challenges are mainly related to the post-inspection phase. 

Fig. 5 shows a detailed procedure in the post-inspection 

phase. As shown in the figure, the second major challenge is 

to check for the missing part in the inspection area from the 
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acquired images and to evaluate the quality of the image 

data obtained in the inspection phase and, if necessary, 

improve the quality. The next step is to identify the damage, 

which is related to the third major challenge. 

In the previous relevant studies, the technology to 

evaluate the quality of images acquired by UAV or to check 

for the missing part in the inspection area from acquired 

images has not been taken into consideration even though 

they are crucial processes for real implementation of bridge 

inspection. In addition, it is very important to know the 

locations of the captured images on the whole inspection 

area and more precisely the location of the damage in the 

image.  

 

   
 

(a) Specially designed UAVs (Salaan et al. 2018, Yamada et 

al. 2017) 

 

 
(b) An attachment-type UAV using a tilt-rotor mechanism 

(Myeong and Myung 2019) 
 

Fig. 4 Specially designed UAVs for detailed inspection 

 

 

 
 

 

(a) Detail view of the UAV (b) Field test 

Fig. 5 An attachment-type UAV having an auxiliary arm 

(Myeong 2019) 

 

 
 

Fig. 6 The detailed process in the post-inspection phase 

 
 
There is a little review of this issue as well. In this section, 

technical solutions are presented for addressing these 

challenges. 
 

3.2.1 Possibility of the missing part in the 
inspection area from the acquired image data 

During a bridge inspection using a UAV, the UAV takes 

still shots or videos along the predetermined flight path in a 

plurality of disturbances. Therefore, it cannot be guaranteed 

that the captured images cover the entire inspection area 

completely, that is, without missing parts. In principle, if 

there is a missing part, the part must be inspected by the 

UAV again. 

To address this challenge, a new strategy is proposed as 

shown in Fig. 7. Fig. 7(a) represents the schematic diagram 

of the proposed strategy. The position and posture 

information of the UAV (i.e., xu, yu, zu, u, u, and u) are 

received from the autonomous flight unit. At the same time, 

the posture information of the imaging device placed on the 

gimbal (g, g, g, pc, and tc) and the distance between the 

imaging device and the inspection area () are obtained 

from the vision sensor unit and the distance measurement 

sensor, respectively. In addition, the system is operated in 

such a way that images taken at the same time are 

integrated and stored. And, the localization of the aerial 

image is made through a coordinate transformation based 

on all the information calculated from the preceding steps. 

In other words, the location of the image frame on the 

inspection area can be estimated. Finally, the missing part in 

the inspection area can be checked by considering all the 

image frames. Fig. 7(b) illustrates the operating principle of 

the proposed strategy. First, the region of interest (ROI) is 

set, and then the UAV acquires the image data as it travels 

along the given path. As shown in the figure, the position of 

the image frame can be estimated from the sensors mounted 

on the UAV. As shown in Fig. 7(c), it is easy to check 
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whether there is a missing area or not because the center of 

the specific image frame and the field of view (FOV) can be 

simply calculated from the given information. 

 

  

 
 

(a) The schematic diagram of the proposed strategy 

 

 
(b) Operating principle of the proposed strategy 

 

     
(c) Two simple examples of the proposed strategy (the case of no 

missing part (left) and the case having a missing part (right)) 

Fig. 7 The proposed strategy to check the missing part in 

the inspection area from the acquired image data 

3.2.2 Uncertainty of the Image quality 
The quality of acquired images is influenced by various 

environmental factors such as strong winds, turbulence, and 

sudden operator inputs as well as pilot's skill and stability of 

the UAV (Sieberth et al. 2016). The quality issue that occurs 

mainly in UAV’s images is motion blur due to UAV’s 

vibration or insufficient shutter speed. Image blurring due 

to motion blur may result in undetected or inaccurate results 

in the step of quantifying the damage since the blurred 

image and associated pixel information is lost. In other 

words, in UAV-based bridge inspection, the image quality is 

directly related to the quantification results of damage 

information, and a sufficient level of the image quality must 

be ensured in order to obtain objective and reliable results. 

Therefore, a quality measure is needed to evaluate the 

quality of many images acquired from the UAV for bridge 

inspection. If the image quality is insufficient, a process of 

canceling the effect of motion blur through the quality 

enhancement step is required. 
In general, various measures such as Peak Signal to 

Noise Ratio (PSNR), Mean Square Error (MSE), Structural 

Similarity Metric (SSIM), and Information Fidelity Criteria 

are used as indicators to evaluate the image quality. 

However, the above-mentioned quality measure is a 

measure of relative quality such as color, saturation and 

brightness through comparison with the original image, and 

a different quality measure is needed when the reference 

image cannot be used. 

The parameter associated with image blur is image 

sharpness, and the value of this sharpness can be calculated 

through the gradient between pixels in the image. The 

greater the degree of image blur, the larger the image 

sharpness value, which indicates that the change in gray 

intensity between pixels is greater. The image quality 

measure SGV (sum of gray-intensity variation) that can 

measure the degree of motion blur based on the 

characteristics of the image parameter is as follows 

 

(1) 

where SGVk represents the quality measure of the k-th 

image; M represents the number of horizontal pixels in the 

image; N represents the number of vertical pixels in the 

image; Gk represents the gray-intensity function of the k-th 

image. Using the proposed SGVk, the quality assessment of 

the no-reference image is possible and it is possible to 

classify the images with relatively low quality. Fig. 8(a) 

describes the flow of image quality assessment and 

enhancement according to the value of SGVk. Fig. 8(b) 

shows the result of evaluation using the proposed quality 

measure for 103 sample images of a concrete bridge. As a 

result of applying to a total of 103 images, the SGVk value 

averaged 1.3607e+04 and the standard deviation 

0.4477e+04. To determine images with sufficient quality, 

the threshold value was calculated as 9.1297e+03, which is 

the mean of the image minus the standard deviation. Using 

the calculated threshold value, 7 out of 103 images were 

classified as the low quality images due to the motion blur. 

That is, 7 images are classified as needing quality 

enhancement. Fig. 8(c) shows the result of blind 

𝑆𝐺𝑉𝑘 =∑∑
√(𝐺𝑘(𝑖, 𝑗) − 𝐺𝑘(𝑖, 𝑗 + 1))

2
+ (𝐺𝑘(𝑖, 𝑗) − 𝐺𝑘(𝑖 + 1, 𝑗))

2

√𝑀2 +𝑁2

𝑁

𝑗=1

𝑀

𝑖=1
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deconvolution for a specific image with a lower threshold 

value ≥ SGVk . The SGVk value of the image prior to the 

enhancement step is 3.2625e+03, which is lower than the 

threshold value and classified as a low quality image. 

However, through deconvolution, the SGVk value is 

improved to 9.7249e+03 higher than the threshold value. 

 

3.3 Damage identification related challenges 
 

Once enough quality image data have been acquired for 

the entire inspection area through the techniques described 

in the previous section, the damage identification step can 

be carried out. In this way, the amount of image data 

covering the entire inspection area is huge, so it is very 

important to solve such data inundation issue well. Suppose 

a bottom flange of a box-girder bridge of 10 m by 30 m is 

acquired with FOV of 1 m by 1 m and a 4k image with an 

overlap ratio of 50%. In this case, about 1,200 images will 
be acquired, and if it is expanded to the whole bridge, the 

total number of images will be several tens of thousands. 
 

 

 
 

(a) Flow of image quality assessment and enhancement 

 
 

(b) Values of image quality measure 

 

 
 

(c) Results of de-blur algorithm to low quality image 
 

Fig. 8 Image quality assessment and enhancement strategy 

and its results 

Furthermore, because of the wide variety of damage to 

be identified (e.g., cracks, spalling, efflorescence, exposed 

rebar, etc.), proper techniques are needed to detect all of 

these various types of damage. Under these conditions, if 

damage identification is performed using existing image 

processing techniques, it may not be possible to apply it 

because of the long processing time. In this section, 

solutions for addressing two challenges related to damage 

identification are presented and discussed. 

 
3.3.1 Damage detection from a huge amount of 

image data 
As mentioned previously, a huge amount of image data 

(i.e., the data inundation issue) is one of the major obstacles 

to bridge inspection using UAV equipped with imaging 

devices such as vision cameras. In addition, a complicated 

process of classifying various types of damage and 

quantifying each damage is required, which is almost 
impossible with conventional image processing techniques. 

In order to solve these problems, damage detection should 

not be done manually but should proceed as much as 

possible in an automated manner. 
Many specific studies focusing on damage identification 

based on digital images have been carried out during the 

past decade. Digital image processing techniques used to be 

used a lot, but deep learning algorithms are getting a lot 

more attention these days. There are many previous relevant 

studies and detailed information on the computer vision-

based damage detection can be found in Spencer et al. 

(2019). Jahanshahi et al. did pioneering work in automatic 

image-based defect detection of bridge structures about ten 

years ago (2009, 2013). And, Yeum and Dyke developed 

vision-based crack detection for automated inspection of 

bridge structures (2015). In 2017, Hoskere et al. proposed a 

novel deep learning algorithm for general damage 

identification of six different types of damage (2017) and 

they showed the feasibility of their method, while much 

work is required for real-world application. 

 
 

 

Fig. 9 Typical procedure of UAV-based damage 

identification of a bridge using deep learning algorithms 

(Kim et al. 2018) 
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In UAV-based bridge inspection, it is one of the most 

important tasks to detect and classify the damage from the 

images obtained from the UAV. In recent years, the deep 

learning based approach has received considerable research 

attention due to its several attractive features. Fig. 9 shows a 

typical procedure of UAV-based damage identification of a 

bridge using deep learning algorithms. 
Here are two application examples. The first case is to 

identify the damage by applying the deep learning method 

with the images obtained by the UAV-based inspection of 

the old concrete bridge. In this case, the region-based 

convolutional neural network (R-CNN) algorithm was used 

to do both image classification and localization. Contrary to 

the CNN based on a sliding window, the R-CNN was used 

as the object detector, and transfer learning with a rich 

dataset was used in the deep learning architecture. 50,000 

training images from the Cifar-10 dataset were pre-trained 

using CNN. Then, the pre-trained network was fine-tuned 

for crack detection using the 384 collected crack images. In 

object detection, various cracks could be detected by 

training the deep learning network with a small number of 
crack images. The detected cracks were cropped and 

quantified by image processing. Finally, the identified 

cracks were automatically visualized on the inspection map 

using matching of their locations. In this study, a field test 

to apply crack identification techniques in the aging bridge 

was conducted. As a result, the performance of the proposed 

technique has been validated to effectively inspect cracks, 

and the UAV-based bridge inspection system could be 

considered as one of the promising strategies.  

 
 

 

(a) Overall architecture of R-CNN algorithm 

 

   

(b) Results of crack detection 

 

Fig. 10 UAV-based damage identification using the R-CNN 

algorithm (Kim et al. 2018) 

 
 
 

 
(a) Overall architecture of Mask R-CNN) 

 

 

(b) Damage-type classification and localization 

 

 

(c) Detection results displayed in the form of confusion 

matrix (red: true positive, green: false negative, blue: false 

positive) 

 

Fig. 11 Damage identification using the Mask R-CNN 

algorithm (Kim and Cho 2019) 

 
 
Fig. 10 shows the overall architecture of the R-CNN 

algorithm used in this study and the results of crack 

detection. A more detailed explanation of this example can 

be found in Kim et al. (2018). 
The next case is about the mask and region-based CNN 

(i.e., Mask R-CNN) algorithm. A Mask R‐CNN is a 3-step 

deep learning model developed for detecting and classifying 

objects in an image and segmenting the detected objects at 

the pixel level, which has succeeded in classifying image 

databases with high accuracy. Kim and Cho (2019) used 

this algorithm for detecting and classifying objects in an 

image and segmenting the detect objects at the pixel level. 

Fig. 10 represents the overall architecture of Mask R-CNN, 

the damage-type classification and localization example, 

and the detection results displayed in the form of the 

confusion matrix. 

In their work (Kim and Cho 2019), Mask R-CNN is pre-

trained with a COCO dataset and then trained for crack 

detection using 1,102 crack regions masked on 376 concrete  
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(a) Experimental setup and a miniaturized system for UAV 

 

 
(b) Concrete specimen with cracks and ROI used in the test 

 

    
 

    
 

(c) Comparison between the vision and IR images 

(crack 1, crack 2, crack 3, and fake crack) 
 

Fig. 12 Hybrid scanning system combining vision and IR 

cameras for minimizing false alarm (Jang and An 2018) 

 

images. The trained Mask R-CNN model is tested on the 

images taken from a real concrete wall with 453 cracks 

whose widths range from less than 0.1 mm to 1.0 mm. The 

trained model successfully detects most of the cracks 0.3 

mm or wider. Quantification of the cracks was then carried 

out using several image-processing operations on 10 
randomly selected crack masks. Cracks with widths of 0.3 

mm or more are quantified successfully with errors less 

than 0.1 mm, whereas cracks less than 0.3 mm widths show 

relatively larger error due to the limitation of image 

resolution. A more detailed description of this example can 

be found in Kim and Cho (2019). 
 
3.3.2 False alarm 
The final challenge is the false alarm problem. It is 

widely known that a false alarm cannot be avoided with a 

single camera. Since captured images from a vision camera 

are mainly used for crack evaluation, there is a high 

possibility of false alarms due to various factors such as 

camera angle change, illumination condition, and foreign 

matter on the surface of the structure. Especially, due to the 

limitation of camera FOV, it is difficult to evaluate cracks of 

large structures such as bridges. In order to overcome the 

limitations of the existing vision camera-based system, the 

hybrid image scanning system combining vision image and 

laser thermal image has been developed by Jang and An 

(2018). Their system consists of a line shape continuous-

wave laser source, an infrared (IR) camera, a control 
computer, and a scanning jig. The proposed system is able 

to rapidly and precisely evaluate multiple cracks, especially 

in a large-scale concrete structure. In particular, timely- and 

spatially-varying images are transformed into stationary 

images for precise crack evaluation by developing a time-

spatial-integrated coordinate transform algorithm. 
Fig. 12(a) shows the experimental setup in a laboratory 

environment and a miniaturized system for mounting on the 

UAV. Fig. 12(b) describes the concrete specimen with 

various-size cracks including a fake crack and ROI used in 

the test. Fig. 12(c) shows the comparison results between 

the vision and IR images. As seen from the figures, in the 

case of vision camera alone, a fake crack cannot be 

differentiated from actual cracks. On the other hand, by 

using the proposed system, it can be clearly identified. 

Thus, it is verified that the proposed system can improve 

the crack detection ability and minimize the false alarm. 
 
 
4. Conclusions 

 

This paper investigated bridge inspection and condition 

assessment using UAVs from a practical perspective. To this 

end, the three major challenges were first identified by 

examining the typical UAV-based bridge inspection 

procedure consisting of the pre-inspection, inspection, and 

post-inspection phases. And then, the corresponding 

solutions were presented and discussed as follows: the 

graph-based UAV localization algorithm for estimating the 

location of the UAV in the GPS denied environment, a 

customized UAV suitable for bridge inspection to enhance 

the UAV performance, and the strategies to check the 
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missing part in the inspection area and to assess the quality 

of the captured image data for dealing with the data 

acquisition challenges. In addition, automated damage 

identification approaches using deep learning models for 

effectively detecting various damage types from a huge 

amount of image data was presented, and a hybrid scanning 

system consisting of vision and IR cameras for minimizing 

false alarms was described. Based on the discussion of the 

major challenges and their solutions, the detailed bridge 

safety diagnosis, as well as the routine inspection, can be 

effectively performed using UAVs in the real world in the 

near future, provided that the technologies presented here 

are fully developed. Thus, it can be concluded that a 

paradigm shift of bridge inspection and condition 

assessment will be realized mainly by UAV-centric 

advanced technologies together with deep learning 

algorithms from time-consuming, costly, manual, 

subjective, and dangerous approaches to rapid, cost-

effective, automated, objective, and much safer approaches. 
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