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1. Introduction 
 

The neuro-fuzzy network is one of the common 

structures for FDI and modeling systems (Nelles 2006). 

This structure simultaneously overcomes the weaknesses 

such as training capability in fuzzy systems and 

interpretability in neural networks. The LMNs is based on 

this structure (Nelles 2013). In (Adeniran and El Ferik 

2017) a complete review of the LMNs and its training 

algorithms in identifying and modeling nonlinear systems is 

presented.  

Despite; using the fuzzy systems are widespread, the 

curse of dimensions is a big trap in illicit models that 

causing inefficiency in these systems. This inefficiency is a 

result of both computation costs and the challenge of 

producing fuzzy rules (Mutlu et al. 2016). By increasing the 

number of input features, the input space becomes much 

larger and consequently, the search space and the needed 

samples as training data increase exponentially (Alizadeh et 

al. 2016). Therefore, many researchers have tended to learn 

algorithms that are able to extract good features from high-

dimensional systems. 

Mammal’s brain is wired in a way that can analyze high-

dimensional input very well and offer appropriate answers. 

So in recent years, scientists were enthusiastic to design the 

deep neural networks by getting inspired from the human 

brain structure. But the challenge of the training DNNs led  
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to its inefficiency until 2006 (Hinton and Salakhutdinov 

2006). In order to overcome this problem, the idea of 

greedy unsupervised learning has been proposed for each 

layer (Bengio et al. 2007). So, we utilize AE as DNN with 

the Stochastic Gradient Descent (SGD) training algorithm 

to extract wealthy features and eliminate the curse of 

dimension in LMNs. 

On the other hand in the recent years, the FDI has 

received considerable attention in various fields, such as in 

civil engineering: The (Yi et al. 2017) has been proposed a 

two-phase method for the outlier detection of Global 

Positioning System (GPS) monitoring data. An innovative 

sensor fault diagnosis in statistic method has been proposed 

in (Huang et al. 2016) to a benchmark structure developed 

for bridge health monitoring. Also (Huang et al. 2015) has 

presented a sensor-FDI approach by Principal-component 

analysis (PCA) with application to bridge health 

monitoring. Moreover three types of faults has been 

considered in (Chang et al. 2017) including the additive, 

multiplicative, and slowly drifting faults for health 

monitoring in the field of civil engineering 

In mechanical engineering: (Jung and Koh 2014) has 

interduced a new method, based on multiscale wavelet 

scalogram (MWS) features to fault detection and condition 

monitoring of various damage-level scenarios for a bearing 

system. In (Shen et al. 2014), a new structure consisting of 

support vector regression machines (SVRMs) has been 

proposed to recognize bearing fault patterns and track the 

fault sizes.  

Furthermore especially in industrial power generation 

(gas turbine (Pourbabaee et al. 2013) and wind 

turbine(Saleh et al. 2016)), and etc.  

The paper (Yi et al. 2017) provides a comprehensive 

review in kind of sensor fault and its methodology in detail 

based on the categorization. 
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This warm embrace, illustrates the importance of FDI in 

practical applications. 

Therefore, in this paper, a two-part structure of AE as 

DNN and local linear model (LLM) as LMN is proposed. In 

this proposed structure, the proper performance of AE in the 

feature engineering has caused the better performance of 

LMN and consequently the better results in fault detection 

and identification of gas turbine as compared to other 

papers. 

Hence, in the next section, AE and its training algorithm 

are introduced. The input space partitioning algorithms in 

LMN structure, such as LOLIMOT, are considered in the 

third part. In part four, the proposed structure for high-

dimensional systems is presented. Later, in part 5, the 

proposed structure is utilized to detect and identify the 

faults of gas turbine, and its result is compared to the other 

papers. Finally, the conclusion is offered in part 6. 

 

 

2. Auto-encoder family 
 

After solving the challenges in training layers of DNNs 

in 2006, various deep learning methods have been 

developed in the past years. Convolution Neural Network 

(CNN), Restricted Boltzmann (RBM), AE and Recurrent 

Neural Network (RNN) are the most typical deep learning 

models (Zhang et al. 2018). Since AE has a simpler 

structure and algorithm, so several types of AE have been 

introduced in recent years (Fig. 1). 

Traditional AE (Fig. 2) has two layers (encoder and 

decoder). It is very similar to conventional neural networks. 

The Input vector (feature) and output vector (feature) are 

the same as 𝑋. For this reason, its training method is called 

an unsupervised learning algorithm. Usually, the activation 

function is the sigmoid (logsig) in the encoder (hidden 

layer) and is the purline in the decoder (output layer). In 

AE’s structure, the input features are projected to a new 

space arbitrarily (and often less-dimensional) by the 

encoder, and then, the decoder attempts to reconstruct the 

input in the output. 

The cost function is minimizing reconstruction 

(representation) error as Eq. (1). where 𝜃 is the parameters 

of network as the weights (𝐖𝑖) and biases (𝐛𝑖) in i-th layer. 

Usually, the error back propagation method based on 

 

 

 

Fig. 1 Categorization of the deep learning methods and AE 

family 

 

 

gradient descend is utilized to find 𝜃. Finally, the Stacked 

Auto-Encoder (SAE) is created by serializing the encoder 

parts (Fig. 3). In other words, SAE is a deep neural network 

with number of hidden layers which has trained greedily 

(Erhan et al. 2009). 
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Recently, different methods were proposed to train AE 

parameters with respect to constraints. In (Vincent et al. 

2008), Denoising AE (DAE) offered to protect the network 

against noise. It try to reconstruct the clean input in output 

from the corrupted (noised) input. 

Also Sparse AE introduced to make available the 

volume of the hidden layer. The idea of tied weight was the 

earliest uses as well as the sparsity regularization (Poultney 

et al. 2007). Although the L1 penalty (Eq. (2)), the Student-t 

penalty (Eq. (3)), average output penalty (Eq. (4)) were 

other sparsity regularization that added terms to the cost 

function(Eq. (1)), respectively (Bengio et al. 2013). Another 

well-known alternative to sparse regularization was 

Kullback-Liebler divergence (Eq. (5)) (Ng 2011) that turned 

off the neurons of the hidden layer whose has action less 

than the threshold. In this equation 𝜌̂𝑗  is the average 

activation of neuron 𝑗 for a training set (Eq. (6)) and 𝜌 is 

the sparsity parameter, which is usually small value. 
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The Contractive Auto-Encoder (CAE), was presented to 

robust representation in following DAE by (Rifai et al. 

2011). CAE achieve this robustness by adding Frobenius 

norm of the encoder’s Jacobian to the cost function, while 

DAE carry out the robustness by injecting noise into the 

training set. 

A practically successful method of sparse coding and 

AE called Predictive Sparse Decomposition (PSD) 

(Kavukcuoglu et al. 2010), whose uses a fast non-iterative 

approximator rather than costly and nonlinear encoding 

step. The PSD has been utilized to object recognition in 

images and video(Kavukcuoglu et al. 2009). 
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Fig. 2 Structure of Typical Auto-Eencoder 
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Fig. 3 Structure of Stacked Auto-Encoder (SAE) 

 

 

The other kind of AE is zero-bias AE (Konda et al. 

2014). It has been suggested a new activation function 

shrinkage that the AE can be trained without any  

additional regularization such as sparsity, denoising and 

contraction. 

The Saturating AE (Goroshin and LeCun 2013) 

introduced another activation functions for hidden layer 

which contain one zero-gradient region (saturation) at least. 

This regulator encourages the activation function that acts 

in the saturation region explicitly. This method limits the 

reconstruction ability of inputs that are not near the data 

manifold. 
 

 

 

 

Fig. 4 LMN structure (Nelles 2013) 
 

 

3. Incremental partitioning in local model networks 
 

In recent years, interpolation of LMs for system 

identification has attracted a lot of attention. Fig. 4 show the 

LMN structure. 

Adeniran (Adeniran and El Ferik 2017) has illustrated 

an extensive review of the LMN and its partitioning in 

modeling and identifying of nonlinear systems. Moreover, 

(Baghernezhad and Khorasani 2016) is demonstrated that 

LMN is very proper for FDI mobile robot. Also (Han et al. 

2017) has compared artificial neural networks and SVM 

and random forest for fault diagnosis of rotating machinery. 

In (Aydin and Kisi 2015) an algorithm based on neuro-

fuzzy hybrid system has presented to the detection of 

multiple damages for location and severity predictions of 

cracks in beam-like structure. Moreover, 

(Mohammadzadeh1a and Kim 2015) has introduced 

PANFIS which is integration of three different 

methodologies: Principal component analysis, Artificial 

Neural networks, and Fuzzy Inference Systems for 

modeling nonlinear behavior of civil structures. 

In this way, incremental partitioning methods have 

absorbed greater regard. These methods are in contrast with 

experimental partitions that require prior knowledge to 

partitioning. In other words, incremental partitioning 

requires little or no prior knowledge (Adeniran and El Ferik 

2017). So, in each step, two sub-models are added into the 

model by partitioning the input space. Axis-orthogonal and 

Axis-oblique methods are the commonly used methods in 

this area. 

 

3.1 Axis-orthogonal and axis-oblique partitioning 
 

The axis-orthogonal strategy uses orthogonal axis 

parallel to split the axis of the input space (Fig. 5(a)). The 

LOLIMOT algorithm (Nelles et al. 1996, Nelles 2013) and 

the J&F algorithm (Johansen and Foss 1995) are pioneers of 

this type of partitioning. These algorithms have used the 

interpolation of the local sub-models that describe training 

data. Although these two algorithms are very similar, they 

have fundamental differences in the estimation of the local 

model parameters, and the location of the decomposition 

regimes. LOLIMOT uses heuristic methods to find 

structural parameters and works much faster. In the 

LOLIMOT algorithm, the decomposition of the regime is 

determined by local error, and the splitting direction is 

determined by the general error. The parameters of local 

linear models are easily and conveniently estimated by the 

Weighted Least Square (WLS) method. That is why 

LOLIMOT algorithm has gained more popularity. 

Since the parameters of LM are estimated from the data, 

hence the polynomial is the best option for LMs. The 

degree of these Polynomials can be 0 (as fuzzy Mamdani 

with center average defuzzification), 1 (linear) or higher. 

Bänfer and Nelles (2009) applied higher-degree 

polynomials in LMs and named, polynomial model tree 

(POLYMOT). Two choices exist in each iteration of this 

algorithm. Choice of either increase complexity of the worst 

LM or increase number of LMs with splitting of the worst 

LM. Although, the number of LM decreases for a certain 

accuracy by increasing polynomials degree; Polynomials of 
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degree 1 (linear) are common and popular choice (Nelles 

2006).  

In continues, an algorithm similar to POLYMOT 

algorithm has proposed by Ahmadi and Karrari (2012). 

Moreover, (Mehran et al. 2006) uses PSO to find the best 

axis-orthogonal partition. Expectation-Maximization (EM) 

algorithm is executed for identification of LMs by Rezaie 

(Rezaie et al. 2007). To overcome computational effort with 

fewer LMs, Jakubek and Keuth modified clustering 

partition and local model statistic which approximates 

reliability of the obtained model in (Jakubek and Keuth 

2006). Sarabi-Jamab and N.Araabi have provided merge 

and split strategy to decrease the number of LMs by using 

Piecewise Linear Network (Sarabi-Jamab and Araabi 2011). 

Another strategy of splitting is Axis-oblique strategy 

(Fig. 5(b)), that the splitting is performed at an angle. 

Breiman (Breiman 1993) was first one who introduced this 

strategy with hinging hyperplanes. Further, Ernst proposed 

an algorithm in (Ernst 1998) which based on LOLIMOT 

construction. Then Nelles set a new stage on LOLIMOT 

and Ernst algorithm and called it HILOMOT (Nelles 2006, 

Hartmann et al. 2014). HILOMOT uses sigmoid function 

instead of hinging function as validity function. In 

continues, Fischer et al. (2012) eliminated numerical 

gradient calculation and applied quasi-Newton optimization 

to increase nonlinear optimization velocity. Moreover, 

Hartmann and Nelles (2009) added improvement and 

considered smoothness in validity functions. Beside that 

they combined POLYMOT and HILOMOT concept and 

proposed HILOMOT+ (Hartmann and Nelles 2012). It is 

true that HILOMOT is much flexible in comparison with 

LOLIMOT, but its convergence rate to the desired goal is 

lower than LOLIMOT (Hartmann and Nelles 2009). 

Hartmann and Nelles (2009) introduced a new strategy 

based on, Gustafson-Kessel fuzzy clustering to increasing 

flexibility and called supervised hierarchical clustering 

(SUHICLUST). 

Generally, one of the disadvantages of partitioning 

algorithms in LMN is the high sensitivity to the size of the 

input space. In other words, the performance of the 

algorithm is reduced greatly as the input dimension 

increases (Nelles and Hartmann 2012). 

 

 

 

 

(a) Axis-orthogonal (b) Axis-oblique 

Fig. 5 Two partitioning strategy of input space for 2D 

input 

 

 

 

3.2 LMN properties and LOLIMOT algorithm 
 

The output of the LMN structure (𝑦̂), which is presented 

in Fig. 4, is obtained from the weighted interpolation of M 

LMs (Eq. (7)). 

𝑦̂(𝑢𝑖) =  ∑𝑦̂𝑗 (𝑢𝑖)𝛷𝑗(𝑢𝑖)
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𝑀
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+⋯+ 𝑤𝑗,𝑝𝑢𝑖,𝑝)𝛷𝑗(𝑢𝑖) 

(7) 

where 𝑢𝑖  is the i-th sample of the input vector and 𝛷𝑗(. ) is 

the validity function of the j-th local model which plays the 

role of rules in the primary part of the fuzzy structure. It is 

created from the normalized membership function 

(Gaussian function) (Eq. (8)). 

 
 

 
1

 
j i

j i M

j ij

u
u

u






 


 (8) 

Hear 𝜇𝑗(𝑢𝑖) is formed as 


























































 


2

1

11

2

1

p,j

p,jp,i

,j

,j,i

ij

Cu
...

Cu
exp)u(


  (9) 

where 𝐶  and 𝜎  are the center coordinate and the 

individual standard deviation of Gaussian validity 

functions, respectively. In other words, 𝛷𝑗(. ) determines 

the firing value of the j-th local model. Also, 𝑦̂𝑗(. ) is the 

linear part of the j-th local model, like the consequent part 

of the j-th rule in the fuzzy structure. In this part, the first-

order polynomial is used and 𝑤 = [𝑤𝑗,0 𝑤𝑗,1… 𝑤𝑗,𝑝]
𝑇
 are 

its coefficients. 

Usually, mean Square Error (MSE) is considered as the 

general cost function (general error) for solving 

identification problems (Eq. (10)), while the local cost 

function (local error) is used to decompose models (Eq. 

(11)) (Nelles 2013). 
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where i is the number of the input and 𝐽𝑗 is the error of j-th 

local model. 

The LOLIMOT algorithm is as follows: 

Step 1: Start with initial model 

Step 2: Find the worst LM based on the max local cost 

function (Eq. (11))  

Step 3: Break the worst LM 
a. Splitting axis-orthogonal in each input dimension 

b. Estimating the parameters of two new LLM by WLS 

c. Calculating general cost function (Eq.10) for each 

splitting  
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Step 4: Select the best split based on the lowest general 

cost function 

Step 5: Check the stop condition and go to step 2 if the 

condition is not met 

 

 

4. The proposed combined structure of DNN and LMN 
 

One of the advantages of LMN is dividing the system 

into smaller ones. By doing so, the complex system is 

divided into several smaller sub-systems with less 

complexity. But the performance of its algorithms such as 

LOLIMOT is very sensitive to the size of the input space as 

previously mentioned (Nelles and Hartmann 2012).  

In this paper, Stacked Denoising Auto Encoder (SDAE) 

is used in the pre-structure of the LMN in order to reduce 

this sensitivity.  

So, at first, the DNN is trained greedily to be encoded 

data into wealthy information with lower dimensions. Then, 

the local linear models are used to model outputs. Fig. 6 

shows the proposed structure of DNN and LMN. 
 
 

5. Simulation and results 
 

The case study in this paper is a laboratory model of 

single-shaft industrial gas turbine Siemens V94.2, which is 

developed at the ALSTOM-ABB POWER center in the UK. 

This simulator generates the data set with a sampling rate of 

0.08s which have been validated with real measurements in 

steady-state conditions (Simani and Fantuzzi 2006). The 

present simulator can apply four fault conditions. The faults 

are as: 

1. Compressor contamination fault 

2. Thermocouple sensor fault  

3. High-pressure turbine seal damage  

4. Fuel actuator friction wear.  

These faults are incipient fault (drift) and also incept at 

the 15-th second. 

In this paper, similar to the articles published in this 

field (Simani et al. 2003, Simani 2005, Simani and Fantuzzi 

2006, Simani and Patton 2008), the features 𝑞𝑐 ,𝑡3,𝑝3, 𝑝7 

are used as model outputs to FDI of V94.2 gas turbine. In  

 

 

this way, 4 LMNs are considered for modeling outputs, 𝑝3 

in normal conditions, 𝑞𝑐 in fault1, 𝑇3 in fault2, and 𝑃7 in 

fault3. Furthermore, 16 sensor measurements with their 

three dynamics (48 features totally), are considered as 

inputs. The nomenclature of these feature are described in 

Table 1. The number of the input dynamics is based on trial 

and error. 

In order to build proposed structure, SDAE is trained 

unsupervised greedily to encode input features by four 

layers with changing dimensions of 52, 25, 10 and 5 

respectively. Fig. 7 shows MSE variations for both train and 

test sets with respect to epoch for each AEs. Then local 

linear models are used to model outputs. The proposed 

structure with four LMNs is presented in Fig. 8.  

For a better comparison, the input features are applied to 

LMN without DNN directly, and once again are applied to 

the proposed structure. Meanwhile, two other datasets from 

different operation points are generated to evaluate the 

generalization of methods. The number of optimal neurons 

and the MSE of each LMNs are given in Table 2. 

Since there are 145 parameters such as center and 

variance of the validity function and linear model 

coefficients in each LM with 48 inputs and also there are 16 

parameters in each LM with 5 inputs, therefore the number 

 

 

Table 1 Nomenclature of input features in simulator of gas 

turbine 

   valve angle 

   fuel flow 

𝑞𝑐 compressor torque 

𝑡𝑖  ,  𝑖=2,3,6,7 ith section (module) temperature 

𝑝𝑖  ,  𝑖=2,3,7 ith section (module) pressure 

 𝑖  ,  𝑖=1,5 ith section (module) mass rate 

𝑝  turbine power 

𝑝  ambient pressure 

𝑝𝑐 compressor power 

𝑤  turbine angular rate 

 

 

Fig. 6 Proposed combined structure of stacked Auto-Encoder (DNN) and LMN 
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of parameters of each LM without the DNN is about nine 

times greater than the LM with the DNN approximately. On 

the other hand, by studying Table 2, it becomes clear that 

the number of LMs without DNN is more than another one. 

So, by utilizing the DNN, the required number of 

parameters is greatly reduced. Moreover, the MSE of the 

non-DNN model is much greater. This is the same curse of 

dimension that traps the fuzzy system. 
 

5.1 Fault detection 
 

In  o rder  to  de tec t  the  faul t s ,  t he  res idua ls 

(𝑅1, 𝑅2 , 𝑅3, 𝑅4) are obtained from comparing the output of 

the gas turbine simulator with the output of four LMNs. The 

residuals with applying different faults are presented in  

 

 

 

 

Figs. 9-12. According to these figures, each fault causes 

different variations and signature in the residuals. This 

characteristic is utilized to isolate faults in the next sub-

section. 

The main objective of fault detection is being down the  

required time to detect faults. On the other hand, un-

modelled disturbance and noise cause modeling uncertainty 

that it jars fault detection with increasing false alarms. 

Therefore, utilizing constant thresholding and adaptive 

thresholding are common ideas to reduce this malfunction. 

The thresholding method creates band around the residuals 

to make a decision whether a fault occurred or not as follow 

 

 

 

 

Fig. 8 The proposed combined structure of DNN and four LMNs 

  

  

Fig. 7 Variation of the MSE for each Auto-encoders (changing input dimension to 52D,25D, 10D, 5D) 
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where 𝜓 is the fault signature. Since simple thresholding 

(constant 𝜆 ) increases the false alarm rate (Eq. (14)), 

therefore the adaptive thresholding method is used to detect 

fault occurrences in this paper. Hence 𝜆 can be defined as 

follow 

/  Upper Lower R Rm S    (13) 

where   and 𝑠  are mean and Standard deviation of 

residuals. Moreover the False alarm rate is the one of 

criteria which is used to evaluate the performance of fault 

detection. The lower this rate, the higher performance. The 

false alarm rate is given by 

False Alarm rate = 
N

NF
 (14) 

where 𝑁 is the total number of normal pattern data of a 

class and 𝑁𝐹 is the number of data samples of same class 

which detected as faulty patterns incorrectly. Thus, Table 3 

shows the fault inception time and the fault detection time 

and the false alarm rate that were gained in appropriate 

amounts. The comparison of this table with other works is 

discussed in sub-Section 5-3. 

 

 

 

Fig. 9 L Residuals of all four LMNs by applying the fault1 

 

 

 

 

Fig. 10 Residuals of all four LMNs by applying the fault1 

 

 

 

Fig. 11 Residuals of all four LMNs by applying the fault3 

 

 

Table 3 Fault detection results based on the proposed 

structure 

 
Fault inception 

time(s) 
Detection time(s) 

False alarm 

rate(%) 

𝐹 𝑢𝑙𝑡1 15 15.66 8.44 

𝐹 𝑢𝑙𝑡2 15 15.66 10.45 

𝐹 𝑢𝑙𝑡3 15 15.66 8.1 

𝐹 𝑢𝑙𝑡4 15 15.66 6.4 

 

 

Table 2 Learning MSE of LMN with or without DNN in back of the LMN 

 Without DNN With DNN 

Models Number LM MSE train MSE valid1 MSE valid2 Number LM MSE train MSE valid1 MSE valid2 

𝐿𝑀𝑁(1) − 𝑝3 15 3e-3 2e-3 5e-3 10 1.6e-5 7.7e-5 8.3e-5 

𝐿𝑀𝑁(2) − 𝑄𝐶 12 2.8e-3 4e—3 3.4e-4 7 4.3e-5 1.7e-4 1.4e-4 

𝐿𝑀𝑁(3) − 𝑡3 15 1.8e-3 2e-3 2.6e-3 10 1.8e-5 2e-4 2.9e-3 

𝐿𝑀𝑁(4) − 𝑝7 15 4e-3 1.6e-2 1.4e-2 10 7.9e-5 4e-4 5.3e-4 
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Fig. 12 Residuals of all four LMNs by applying the fault4 

 

 

5.2 Fault isolation 
 

Different variations and signature in the residuals in 

Figs. 9-12 are useful to identify and isolate faults. Table 4 

shows these signatures. The signs ↑ and ↓ mean that the 

residual is non-zero and oriented towards the upper or lower 

threshold. In other words, the sign − indicates that the 

residual is close to zero. This table shows that any fault will 

make unique signature in the residuals. So FDI was done 

with taking these sign into consideration. Figs. 13-16 show 

the isolation of faults. In these figures, the value 0 indicate 

normal condition, and the values 1 up to 4 represent the 

fault 1 up to 4 respectively, and the value 5 represents a 

class of faults whose fault’s type is not detected. Moreover, 

the fault isolation percentile is shown in a confusion matrix 

in Table 5. This table illustrates that almost all classes of 

conditions are separated with acceptable accuracy. Also, the 

percentage of non-class is located in the last column. 

Misdiagnosis or non-recognition of a class may be due to 

closeness or subscription of residual signs. 

 

 

Table 4 Fault signature table 

 𝐹 𝑢𝑙𝑡1 𝐹 𝑢𝑙𝑡1 𝐹 𝑢𝑙𝑡1 𝐹 𝑢𝑙𝑡1 

𝑅1 ↓ − ↑ ↓ 

𝑅2 − ↑ ↑ ↑ 

𝑅3 ↓ − ↑ − 

𝑅4 ↓ ↓ − ↓ 

 

 

Table 5 Confusion matrix for fault isolation (%) 

  Predicted 

  𝐹 𝑢𝑙𝑡1 𝐹 𝑢𝑙𝑡1 𝐹 𝑢𝑙𝑡1 𝐹 𝑢𝑙𝑡1 No class 

Actual 

𝐹 𝑢𝑙𝑡1 79/31 1/46 16/98 0 2/25 

𝐹 𝑢𝑙𝑡2 4/02 82/26 0 12/43 1/28 

𝐹 𝑢𝑙𝑡3 0/31 0 98/9 0/79 0 

𝐹 𝑢𝑙𝑡4 0 0/05 1/3 98/5 0/05 

 

 

 

Fig. 13 The output of FDI system in Presence of Fault1 

 

 

 

 

Fig. 14 The output of FDI system in Presence of Fault2 

 

 

 

 

Fig. 15 The output of FDI system in Presence of Fault3 
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Fig. 16 The output of FDI system in Presence of Fault4 

 

 

5.3 Compare with other work 
 

The references (Simani et al. 1998, Palade et al. 2002, 

Simani 2005, Simani and Fantuzzi 2006, Nozari et al. 2012) 

are considered to compare with our proposed structure on 

this gas turbine benchmark. 

In these references the number of input feature does not 

exceed 15 features. Furthermore, in most of these 

references, there has been no attempt to propose a nonlinear 

FDI method. While, non-linear identification is more 

appropriate due to the presence of noise and uncertainty. 

However (Simani and Fantuzzi 2006) was used the classic 

observer to detect faults in a gas turbine, but this approach 

is applicable for linear systems not as the same as gas 

turbine. (Simani et al. 1998) was considered the dynamic 

observer and neural networks to detect sensor fault which 

faults were modelled as step functions, while in our work 

the faults are incipient fault (drift) which are more difficult 

to diagnose. (Palade et al. 2002) was used a neuro-fuzzy 

method to detect and isolate only two faults (F1 and F4) but 

we are studied on four faults. In (Simani 2005), four faults 

(as drift fault) were considered, and the linear dynamical 

identification has been used for FDI based on the observer. 

By comparing results of this reference, its lower 

performance and higher detection time than our work are 

clear to see. In (Nozari et al. 2012), a combination of MLP 

and LMN structures were presented to robust FDI for the 

gas turbine in a steady state. It is also, every four faults 

were considered as the incipient fault. By comparing the 

fault isolation results, it is clearly seen that almost the same 

accuracy performance in the fault isolation percentile was 

achieved but our performance in detection time is better. 

One of the reasons for the improvement of our performance 

is the use of more information (more features) from the 

system in input. 

 

 

6. Conclusions 
 

In this paper, a new multiple model-based FDI method 

has been proposed for a laboratory single-shaft gas turbine. 

The gas turbine is a system that has high complexity and 

high dimensions. However other papers have utilized only a 

few of its features, thus that they did not have a dimensional 

problem. Unlike other articles, in this paper, all 

measurements of this gas turbine have been considered to 

achieve better performance. Since the input dimension is a 

serious constraint in modeling with fuzzy systems, therefore 

the two-part structure including DNN and LMN has been 

proffer. The combination of these artificial intelligent 

methods has led to obtaining a highly sensitive FDI method 

for the industrial gas turbine. In this paper, it has been 

shown that using DNN, not only reduces the number of 

parameter of each local model but also greatly improves the 

training accuracy. Finally, by comparing the simulation 

results with other works, it can be said that FDI with the 

proposed structure is more sensitive to the faults. Since this 

method is offered in the presence of noise, it can be used in 

industrial gas turbine software applications, especially when 

measurements are unreliable due to noise and uncertainties. 
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