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1. Introduction  
 

Due to the challenges posed by crack analysis, the 

prediction and control of cracks in concrete structures, 

which could cause serviceability and durability problems, 

are not easy and are still largely based on empirical rules. 

Though the finite element method is highly versatile and 

widely applied in structural design and engineering, crack 

analysis of concrete structures by the finite element method 

has been facing enormous difficulties. Among the two crack 

modelling approaches, namely the smeared crack model and 

the discrete crack model, each has its own merits but both 

are seriously hampered by their respective limitations. The 

smeared crack approach (Rots et al. 1985, Ohmenhäuser et 

al. 1998) models cracks by numerically changing the 

constitutive relation of the cracked concrete such that the 

axial stiffness perpendicular to the crack and the shear 

stiffness across the crack are reduced to account for 

cracking. However, since the strains of the cracked concrete 

element are dependent on the element size (Bažant and Oh 

1983), the element tensile strain could not be directly used 

to evaluate the crack width. After cracking, some 

researchers assume that the cracks could rotate (De Borst 

and Nauta 1985, Willam and Pramono 1987) whereas some 

other researchers assume that the cracks would not rotate  
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(Rashid 1968, Suidan and Schnobrich 1973, Červenka 

1985, Frantzeskakis and Theillout 1989). 

The discrete crack approach was proposed by Ngo and 

Scordelis (1967), who insert crack elements into pre-

determined crack locations, and once a crack element 

satisfies the cracking criterion, the concrete across the crack 

is sub-divided into separate concrete elements. On the other 

hand, Nilson (1968) inserts crack elements along the 

concrete element boundaries. However, these simplifying 

assumptions may induce large errors if the actual crack 

paths deviate significantly from the pre-determined crack 

locations or the concrete element boundries. For better 

accuracy, adaptive remeshing and insertion of crack 

elements based on the numerical results are required 

(Ingraffea and Saouma 1985). However, such adaptive 

remeshing necessitates renumbering of nodes and elements 

(Ng et al. 2010, Kwan et al. 2010), as well as mapping of 

element stress states from the existing mesh to the new 

mesh (Bittencourt et al. 1996, Yang and Chen 2005). These 

invoke complicated algorithms in computer programming 

and demands tremendous computing resources. Therefore, 

implementation of the discrete crack model with adaptive 

remeshing has been limited in applications. 

When a crack is formed, the stiffness of the cracked 

concrete would reduce (this is referred to as the tension 

softening) and the deformation would be concentrated in the 

cracked concrete (this is referred to as the strain 

localization). These phenomena would cause stress relief in 

the uncracked concrete and hence stress re-distribution in 

the vicinity of the crack. The stress relief and stress re-

distribution can be captured in the analysis only if the crack 

sequence is simulated correctly. This cannot be done by the 

conventional way of employing either the smeared or 

discrete crack model in the finite element analysis. The 
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reason is that during the analysis, the external load has to be 

applied in increments. After a load increment, a number of 

concrete elements could reach the crack criterion while in 

reality, the most critical concrete element would crack first 

and stress re-distribution would immediately occur. If all 

these elements are allowed to crack simultaneously, the 

crack sequence and pattern could be far different from the 

reality. As the crack width is largely dependent on the crack 

pattern, the crack width prediction by the conventional way 

of crack analysis is unreliable. 

In order to address the above deficiency, the crack 

queuing algorithm has been proposed (Wang et al. 1999, 

Kwan et al. 1999). By virtue of this algorithm, iterations are 

carried out at each load increment level, and within each 

iteration step, only one concrete element, which is the most 

critical element, is allowed to crack, and the stress re-

distribution is accounted for by re-formulating the cracked 

concrete element and re-analysing the whole structure 

again. After then, the next most critical concrete element is 

allowed to crack and the iteration is repeated until no more 

new crack appears. This methodology can allow accurate 

evaluation of crack patterns, crack spacings and crack 

widths (Ng et al. 2015). In the present research, the crack 

queuing algorithm is employed in conjunction with the 

smeared representation of cracks and the non-rotating crack 

model. 

Recently, alternative approaches for crack modelling 

have been put forward. For example, the extended finite 

element method (Moës and Belytschko 2002, Bobiński and 

Tejchman 2012, Roth et al. 2013, 2015) enriches the 

cracked elements by dividing the displacement field of each 

cracked element into two parts, a continuous part that 

reflects the deformation of the continuum and a 

discontinuous part that reflects the deformation across the 

crack. This allows tracking of crack paths while averting the 

need of remeshing due to crack propagation. Mesoscopic 

analysis of concrete by the discrete element method 

(Schlangen and Van Mier 1992, Schlangen and Garboczi 

1997, Chen and Baker 2004, Azevedo et al. 2010, Cusatis et 

al. 2010, Eliáš and Stang 2012, Khodaie et al. 2016) with 

the use of a lattice model or a discrete particle model is also 

viable. At the meso-scale, the paste matrix and aggregate in 

concrete are modelled separately so that the properties of 

the aggregate particles and the links connecting the 

aggregate particles are established according to the 

properties of the paste matrix and aggregate. During the 

analysis, the computed crack paths cut through the links to 

simulate crack initiation and propagation. This method has 

been widely applied to granular and geo-materials. To 

account for the interfacial transition zone (ITZ) between 

paste matrix and aggregate particles in concrete, 

mesoscopic analysis by the finite element method (Kwan 

1999, Chen et al. 2013) with employment of interface 

elements to simulate the ITZ can be performed. It should be 

noted that mesoscopic analyses based on discrete and finite 

element methods are computationally very intensive. 

The modelling of reinforcing bars has a bearing on the 

crack analysis because the bond-slip between concrete and 

reinforcing bars would affect the stress and strain fields 

near the cracks. In general, the reinforcing bars can be 

simulated in two ways, namely the smeared bar approach 

and the discrete bar approach. The former approach 

superimposes the stiffness of reinforcing bars onto the 

stiffness of concrete elements (Gupta and Akbar 1984). 

However, such approach presumes perfect bond and thus 

the bond-slip could not be allowed for (So et al. 2010, 

Contrafatto et al. 2012). The latter approach models the 

reinforcing bars using discrete bar elements (Jendele and 

Červenka 2006, Ng et al. 2011). This approach offers the 

possibility of inserting interface elements between the 

discrete bar elements and the concrete elements to allow for 

bond-slip. Herein, the discrete bar approach is adopted in 

conjunction with interface elements for incorporating the 

bond-slip effects. 

However, despite theoretically sound, there has been a 

lack of research on the effectiveness of the crack queuing 

algorithm in facilitating crack analysis of reinforced 

concrete members. This research gap is filled in the present 

study by conducting crack analysis of concrete members 

tested in the literature with and without incorporation of the 

crack queuing algorithm and cross-checking the analytical 

and experimental results. It will be seen that with the crack 

queuing algorithm incorporated, the finite element method 

is now capable of generating a discrete crack pattern with 

clearly defined crack number, crack spacing and crack 

width in good agreement with the respective experimental 

results. Moreover, it is computational much more efficient 

than the practice of reducing the load increments to avoid 

formation of closely spaced cracks with unrealistically 

small crack widths. 

 

 

2. Finite element procedure 
 

The nonlinear finite element procedure adopted in the 

present study is the same as that previously developed by 

the authors (Ma and Kwan 2015, Kwan and Ma 2016), 

which has been validated by applying to reinforced concrete 

members subjected to flexure and axial tension and 

checking against the experimental results. To enable 

modelling of softening behaviour of materials, the stiffness 

matrix formulation is based on secant stiffness (Wells and 

Sluys 2001, Kwan and He 2001). The concrete is modelled 

by two-dimensional plane stress elements, the reinforcing 

bars are modelled by one-dimensional bar elements, and the 

reinforcing bar-concrete bond is modelled by one-

dimensional Goodman-type interface elements (Goodman 

et al. 1968) with infinitesimal thickness. The interface 

element has two pairs of duplicated nodes. Each duplicated 

nodal pair shares the same coordinates but possesses 

independent degrees of freedom. The bond slip is calculated 

from the relative displacements of the nodal pairs along the 

direction of reinforcing bar. The evaluation of bond slip 

from the nodal displacements of the interface element had 

been described in detail previously (Ma and Kwan 2015) 

and hence is not repeated in this paper. 
 

2.1 Materials modelling 
 

For the concrete, the strength is established from the 

biaxial strength envelope of Kupfer and Gerstle (1973). To  
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Fig. 1 Flowchart of crack queuing algorithm 

 

 

transform the biaxial stress-strain relations into uniaxial 

stress-strain relations in the principal stress-strain 

directions, the notion of equivalent uniaxial strain (Kwan et 

al. 1999, 2017) is adopted. Under compression, the stress-

strain curve by Desayi and Krishnan (1964) is used; whilst 

under tension, it is assumed that the stress-strain curve is 

linearly elastic up to cracking and the concrete has no 

resistance thereafter. Unlike mesoscopic analysis of 

concrete material comprising of paste matrix and aggregate 

particles (Wang et al. 1999), where very fine finite element 

mesh in conjunction with nonlinear concrete tensile 

constitutive model were used, in the present macroscopic 

analysis which is less inflicted by stress concentration in 

front of crack tips, a sophisticated tensile constitutive model 

is not adopted. Nevertheless, as described in detail later, to 

avoid unstable crack propagation, the fracture toughness of 

concrete has been incorporated in the tensile constitutive 

model, though in a simplified way. It should be remarked 

that there is no conflict between the crack queuing 

algorithm and the use of any sophisticated concrete tensile 

constitutive model. If so wished, the crack queuing 

algorithm can be used in tandem with any concrete tensile 

constitutive model. 

For the reinforcing bars, the stress-strain relation is 

taken to be elasto-plastic with strain hardening (Mander 

1983). For the bond between reinforcing bar and concrete, 

the bond stress-slip relation is based on that recommended 

by fib Model Code 2010 (Fédération Internationale du 

Béton 2013). It should be noted that the initial bond 

stiffness calculated from the Model Code 2010 formula is 

infinite large. Herein, the bond stiffness at the initial stage is 

limited to the secant stiffness at 20% of the peak bond stress 

(Kwan and Ma 2016). It is noteworthy that during the 

occurrence of bond slip, the bond forces developed 

comprise of the adhesive force at the reinforcing bar-

concrete interface, bearing force against the ribs of 

reinforcing bars, and frictional force arising from the 

normal action due to wedging effect. These forces would 

possibly induce shear failure of concrete along the 

reinforcing bar, formation of splitting cracks in the concrete 

of conical shape initiated at the edge of ribs, and splitting 

failure of concrete surrounding the reinforcing bar (ACI 

Committee 408 2003). The structural effects of such cracks 

are duly considered by the degradation of bond stiffness and 

bond stress in the constitutive model of reinforcing bar-

concrete bond. This is in contrast to the concrete tensile and 

flexural cracks whose cracking sequence and patterns need 

to be determined through the crack queuing algorithm. 
 

2.2 Crack queuing algorithm 
 

Theoretically, the crack queuing algorithm can be 

applied to discrete or smeared representation of cracks with 

rotating or non-rotating crack model. To circumvent the 

need of adaptive remeshing, and to render a more realistic 

simulation of the non-rotating nature of cracks, the smeared 

approach and non-rotating crack model are adopted. Details 

of the crack queuing algorithm have been explicated in an 

earlier paper with applications to unreinforced concrete 

(Kwan et al. 1999) while this paper applies the crack 

queuing algorithm to capture the cracking behaviour in 

reinforced concrete members. Basically, it is a process 

whereby only one concrete element, the one most likely to 

crack first, is permitted to crack in each iteration step. Since 

a fine mesh is used for obtaining numerical results with 

desirable accuracy, the computed tensile stresses near the 

crack tips would be very high compared to the tensile 

strength of concrete. To avoid unstable crack propagation, 

the fracture toughness of concrete is introduced in 

formulating the cracking criterion of concrete. 

An integrated concrete cracking criterion combining 

tensile strength and fracture toughness is defined. Consider 

the stress field in the neighbourhood of a crack tip, the 

crack propagation would follow the radial direction with 

maximum tangential stress σθ, under the condition where 

σθ(2πr)0.5 attains the fracture toughness of the material 

(Anderson 2017). In the above, r is the distance from the 

point being considered to the nearest crack tip. Therefore, 

the integrated cracking criterion is given by Eq. (1), of 

which the full derivation can be found from the literature 

(Kwan et al. 1999, Ma and Kwan 2015) 









=

r

K
ff IC
tete

2
,max  (1) 

where fte is the tensile strength, KIC is the fracture 

toughness, and tef   is the modified tensile strength. The  
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Fig. 2 Determination of crack width 

 

 

introduction of fracture toughness into the cracking 

criterion is to allow for the singularity of stress fields at the 

crack tips, which often leads to very high tensile stresses in 

the proximity of a crack tip and uncontrollable crack 

propagation. 

Fig. 1 depicts the flowchart of the crack queuing 

algorithm. In each iteration, if there is no concrete element 

satisfying the cracking criterion, no new crack is formed 

and the analysis proceeds to the next load increment. 

Otherwise, only the concrete element of which the 

maximum tensile stress exceeds the integrated cracking 

criterion by the greatest amount proportionately is allowed 

to crack. The entire structure is then re-analysed at the same 

loading level so as to allow the stress re-distribution to take 

place until convergence is achieved. This procedure is 

repeated until no more concrete element satisfies the 

integrated cracking criterion, and the analysis proceeds to 

the next load increment. Thus, algorithmically, the elements 

are queued up for cracking with respect to the integrated 

cracking criterion. After an element is cracked, the structure 

is re-analysed and the stress re-distribution may change the 

queue because some elements may drop out from the queue 

due to stress relief while some other elements may jump 

into the queue due to the propagation of crack tips towards 

them. This crack queuing process closely mimics the 

physical cracking behaviour of concrete. 

 

2.3 Crack width calculation 
 

With the adoption of the crack queuing algorithm, the 

computed crack pattern would much more closely resemble 

the actuality, and hence the crack widths could be evaluated 

in a more realistic manner. Due to stress re-distributions 

upon cracking, immediately adjacent to the crack, the 

tensile stresses of concrete normal to the crack plane would 

be negligibly small. Therefore, the crack width is 

determined directly from the nodal displacements of the 

cracked concrete element. Fig. 2 depicts a triangular 

concrete element whose three nodes are labelled I, J and K. 

The crack inside the concrete element is assumed to pass 

through the centroid (the assumption is reasonably accurate 

as far as the mesh size is not overly coarse) and the crack  

 
(a) General layout (dimensions in mm) 

 
(b) Finite element mesh 

Fig. 3 General layout and finite element mesh of D12-RA 

 

 
(a) General layout (dimensions in mm) 

 
(b) Finite element mesh 

Fig. 4 General layout and finite element mesh of STN-12 

and STN-16 

 

 

angle (angle between normal to the crack and the x-axis) is 

assumed to be α. Suppose there is one node (denoted by 

node J) on one side of the crack and the remaining two 

nodes (denoted by node I and node K) are on the other side 

of the crack. The crack width can be calculated from the 

relative displacements of the two nodes which are further 

away from the crack on opposite sides. Therefore, the crack 

width can be calculated from the displacement of node J 

from the crack dJ and the displacement of node K from the 

crack dK 

dJ = – uJ cos α – vJ sin α (2a) 

dK = uK cos α + vK sin α (2b) 

in which uJ and vJ are the nodal displacements of node J in 

x- and y-directions, uK and vK are the nodal displacements 

of node K in x- and y-directions. Summing up the two 

displacements in Eqs. (2a) and (2b), the crack width w can 

be evaluated as 

w = dJ + dK (3) 

If the crack width so calculated is negative, the crack is 

regarded as closed under compression and the axial stiffness 

in the direction perpendicular to the crack is restored to that 

of uncracked concrete. The assumption that when the crack 

is closed, the stiffness of cracked concrete under axial 

compression orthogonal to the crack planes is restored to 

that of uncracked concrete is in line with the research 

findings by Vecchio and Collins (1993). 
 

 

3. Concrete members analysed 
 

Three axial tension members and one flexural member 

tested in the literature are analysed. The axial tension 

members are specimen D12-RA tested by Radnić and  
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(a) General layout (dimensions in mm 

 
(b) Finite element mesh 

Fig. 5 General layout and finite element mesh of 15-6-8-2 

 

Table 1 Details and dimensions of specimens 

Specimen 

number 
Reference Loading 

Cross- 

section 

(mm×mm) 

No 

of steel 

bars 

Steel bar 

diameter 

(mm) 

Steel 

ratio 

(%) 

D12-RA 
Radnić and 

Markota (2003) 

Axial 

tension 
70×70 1 12.0 2.31 

STN-12 
Wu and 

Gilbert (2009) 

Axial 

tension 
100×100 1 12.0 1.14 

STN-16 
Wu and 

Gilbert (2009) 

Axial 

tension 
100×100 1 16.0 2.05 

15-6-8-2 Clark (1956) Bending 152×381 1 25.4 1.01 

 

Table 2 Concrete and steel properties of specimens 

Specimen 

number 

Concrete 

compressive 

strength 

(MPa) 

Concrete 

tensile 

strength 

(MPa) 

Concrete 

elastic 

modulus 

(GPa) 

Steel 

yield 

strength 

(MPa) 

Steel 

ultimate 

strength 

(MPa) 

D12-RA 24.1 1.8 23.24 400 500 

STN-12 21.6 2.0 22.40 540 600 

STN-16 21.6 2.0 22.40 540 600 

15-6-8-2 25.9 2.8 24.09 276 483 

Notes: (1) For concrete, the Poisson’s ratio is taken as 0.20. 

(2) For steel, the initial elastic modulus, tensile strain at start of strain hardening and 

ultimate tensile strain are taken as 200 GPa, 1.0% and 10.0%, respectively. 

 
 

Markota (2003) and specimens STN-12 and STN-16 tested 

by Wu and Gilbert (2009), whereas the flexural member is 

specimen 15-6-8-2 tested by Clark (1956). Each specimen 

is analysed by the finite element method with the crack 

queuing incorporated using load increments of 500 N, as 

well as without the crack queuing incorporated using load 

increments of 500 N, 50 N, 5 N and 0.5 N. 

The dimensions and steel ratios of the specimens are 

summarized in Table 1. Specimen D12-RA has a length of 

700 mm and a cross-section of 70 mm width by 70 mm 

depth. Only one steel bar of 12 mm diameter is embedded at 

the centre of specimen and the corresponding steel ratio is 

2.31%. The general layout of D12-RA and the finite 

element mesh used in the analysis are shown in Fig. 3(a) 

and 3(b), respectively. Specimen STN-12 has a length of 

1100 mm and a cross-section of 100 mm width by 100 mm 

depth. Only one steel bar of 12 mm diameter is embedded at 

the centre of specimen and the corresponding steel ratio is 

1.14%. Specimen STN-16 has the same dimensions as 

STN-12, except that the embedded steel bar has a diameter 

of 16 mm and the corresponding steel ratio is 2.05%. The 

general layout of STN-12 and STN-16 and the finite 

element mesh are shown in Fig. 4(a) and 4(b), respectively. 

Table 3 Bond properties of specimens 

Specimen 

number 

Initial 

bond 

stiffness 

(N/mm3) 

Peak 

bond 

stress 

(MPa) 

Residual 

bond 

stress 

(MPa) 

s1 

(mm) 

s2 

(mm) 

s3 

(mm) 

D12-RA 183 9.8 1.5 0.6 0.6 1.0 

STN-12 173 9.3 1.4 0.6 0.6 1.0 

STN-16 173 9.3 1.4 0.6 0.6 1.0 

15-6-8-2 193 10.2 1.4 0.6 0.6 1.0 

Note: s1, s2 and s3 are the slip at start of peak bond stress, slip at end of peak bond 

stress and slip at start of residual bond stress, respectively. 

 

 

For specimen 15-6-8-2, the total length and span are 

respectively 3353 mm and 2743 mm. It has a cross-section 

of 152 mm width by 381 mm depth. One steel bar of 25.4 

mm diameter is embedded at the position giving an 

effective depth of 330 mm, and the corresponding steel ratio 

is 1.01%. It is subjected to four-point bending and the loads 

are applied symmetrically at 1372 mm apart. The general 

layout of 15-6-8-2 and the finite element mesh are shown in 

Fig. 5(a) and 5(b), respectively. 

The material properties of the specimens are presented 

in Tables 2 and 3. For the concrete properties, the 

compressive strength for all the specimens and the tensile 

strength for D12-RA, STN-12 and STN-16 are the same as 

those reported in the respective literature (Radnić and 

Markota 2003, Wu and Gilbert 2009, Clark 1956). As the 

tensile strength for 15-6-8-2 was not reported, it is 

calculated according to the formula in ACI 318 (ACI 

Committee 318 2014). In addition, the elastic moduli of 

concrete for all the three specimens are determined in 

accordance with ACI Committee 318 (2014), the Poisson’s 

ratio is assumed to be 0.20, and the fracture toughness is 

taken as 1.3 MNm-1.5 according to previous research (Chen 

et al. 2011). For the steel properties, the same properties as 

reported in the respective literature (Radnić and Markota 

2003, Wu and Gilbert 2009, Clark 1956) are used. For the 

bond properties, the initial bond stiffness of the four 

specimens is evaluated according to the provisions in fib 

Model Code 2010 as 183, 173, 173 and 193 N/mm3, 

respectively. 
 

 

4. Crack pattern and crack spacing results 
 

The four specimens are analysed by the finite element 

method first with crack queuing applied and then without 

crack queuing applied. With crack queuing applied, the load 

increment is fixed at 500 N, while without crack queuing 

applied, the load increment is successively refined in the 

sequence of 500 N, 50 N, 5 N and 0.5 N to study the effect 

of refining the load increment step size. The crack patterns 

for each specimen as obtained by experiment and by the 

finite element analyses are presented in Figs. 6 to 13, and 

the experimental and analytical results of crack number, 

crack spacing and crack widths are summarized in Tables 4 

to 7. 

The experimentally obtained crack patterns of D12-RA 

at different load levels and the corresponding analytical 

crack patterns with crack queuing applied are displayed in  
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Experimental crack pattern at load = 10 kN 

 
Analytical crack pattern with crack queuing at load = 11 kN 

 
Experimental crack pattern at load = 20 kN 

 
Analytical crack pattern with crack queuing at load = 20 kN 

 
Experimental crack pattern at load = 30 kN 

 
Analytical crack pattern with crack queuing at load = 30 kN 

 
Experimental crack pattern at load = 40 kN 

 
Analytical crack pattern with crack queuing at load = 40 kN 

Fig. 6 Crack patterns of D12-RA at different load levels: 

experimental and analytical with crack queuing 
 

 

Fig. 6. Four cracks were observed at a load level of 10 kN 

during testing, while the first crack initiates at 11 kN in the 

finite element analysis. At a load level of 20 kN, the 

experimental and analytical crack numbers are 5 and 3, 

respectively. As the crack queuing algorithm can simulate 

the tension relief adjacent to a newly formed crack, the 

analytically obtained cracks are at finite distances away 

from each other, matching quite well with the real situation 

of having discrete cracks formed. At a higher load level of 

30 kN, the experimental and analytical crack numbers are 8 

and 7, respectively. At an even higher load level of 40 kN, 

the experimental and analytical crack numbers become 12 

and 15, respectively. Overall, at low load level, the 

analytical crack number is less than the experimental crack 

number but at high load level, the analytical crack number 

is larger than experimental crack number. 

To reveal the effects of crack queuing on D12-RA, the 

experimental crack pattern as well as the analytical crack 

patterns with and without crack queuing applied at a load 

level of 40 kN are compared in Fig. 7. It is seen that without 

crack queuing, many closely spaced cracks inside fairly 

wide crack bands are formed. As the load step size is 

refined from 500 N to 0.5 N, the number of closely spaced 

cracks is reduced and the crack bands become narrower. 

Hence, the refinement of load step size, which would lead 

to a smaller number of concrete elements reaching the crack 

criterion at one load step, could reduce the number of 

closely spaced cracks formed and reduce the width of crack 

bands. If two neighbouring cracks are counted as two 

cracks, the crack numbers without crack queuing using load 

 
Experimental crack pattern 

 

Analytical crack pattern with crack queuing (500 N load 

steps) 

 

Analytical crack pattern without crack queuing (500 N load 

steps) 

 

Analytical crack pattern without crack queuing (50 N load 

steps) 

 
Analytical crack pattern without crack queuing (5 N load 

steps) 

 
Analytical crack pattern without crack queuing (0.5 N load 

steps) 

Fig. 7 Crack pattern of D12-RA at load = 40 kN: 

experimental and analytical with and without crack queuing 

 

 

steps of 500 N, 50 N, 5 N and 0.5 N are 38, 31, 29 and 22, 

respectively. These crack numbers are very different from 

the analytical crack number of 15 obtained with crack 

queuing and the experimental crack number of 12. Hence, 

without crack queuing, even with the load steps refined to 

1/1000 times, superfluous cracks are still formed causing 

inaccurate predictions of crack number and spacing. 

Relatively, the crack queuing can produce more accurate 

predictions. 

The crack patterns of STN-12 at a load level of 50 kN, 

as obtained experimentally by testing or analytically by 

finite element analysis with and without crack queuing 

applied are depicted in Fig. 8. From the figure, it can be 

seen that the experimental crack number and analytical 

crack number with crack queuing are 5 and 7, respectively. 

However, the analytical crack numbers without crack 

queuing using load steps of 500 N, 50 N, 5 N and 0.5 N are 

24, 21, 18 and 14, respectively. It is evident that without 

crack queuing, very closely spaced cracks can be formed. 

Nevertheless, as the load step size is refined from 500 N to 

0.5 N, the number of closely spaced cracks is reduced and 

the crack bands become narrower. It is only that even with 

the load step size refined to 1/1000 times, quite a number of 

superfluous cracks are still formed causing inaccurate 

predictions of crack number and spacing. Again, it is 

demonstrated that the crack queuing can produce more 

accurate predictions. 

The experimental and analytical crack patterns of STN-

16 at a load level of 105 kN are depicted in Fig. 9. From the 

figure, it can be seen that the experimental crack number 
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Experimental crack pattern of STN-12 

 

Analytical crack pattern with crack queuing (500 N load 

steps) 

 

Analytical crack pattern without crack queuing (500 N load 

steps) 

 

Analytical crack pattern without crack queuing (50 N load 

steps) 

 

Analytical crack pattern without crack queuing (5 N load 

steps) 

 

Analytical crack pattern without crack queuing (0.5 N load 

steps) 

Fig. 8 Crack patterns of STN-12 at load = 50 kN: 

experimental and analytical with and without crack queuing 

 
 

and analytical crack number with crack queuing are 5 and 9, 

respectively. In contrast, the analytical crack numbers 

without crack queuing using load steps of 500 N, 50 N, 5 N 

and 0.5 N are 30, 26, 23 and 19, respectively. Therefore, 

without crack queuing, the crack numbers are seriously 

over-estimated. As the load step size is refined from 500 N 

to 0.5 N, the number of closely spaced cracks is reduced 

and the crack bands become narrower, but not to a 

satisfactory extent albeit refinement of load step size to 

1/1000 times. 

The analytical crack patterns of 15-6-8-2 are displayed 

in Figs. 10 to 13. Fig. 10 shows the analytical crack patterns 

with crack queuing. From this figure, it can be seen that 

with crack queuing, the crack patterns obtained generally 

comprise of clearly defined discrete cracks at finite 

distances apart. On the other hand, Figs. 11, 12 and 13 show 

the analytical crack patterns without crack queuing using 

load steps of 500 N, 50 N and 5 N, respectively. From these 

figures, it is evident that with a load step size of 500 N, 

many closely spaced cracks inside crack bands are formed. 

With the load step size refined to 50 N, the number of 

closely spaced cracks is reduced and the crack bands 

become narrower. With the load step size further refined to 

5 N, there are only a few superfluous cracks and each crack 

band becomes more like a discrete crack. Finally, with the 

load step size refined to 0.5 N, the crack patterns become 

quite similar to those obtained with crack queuing and are 

 
Experimental crack pattern of STN-16 

 

Analytical crack pattern with crack queuing (500 N load 

steps) 

 

Analytical crack pattern without crack queuing (500 N load 

steps) 

 

Analytical crack pattern without crack queuing (50 N load 

steps) 

 
Analytical crack pattern without crack queuing (5 N load 

steps) 

 
Analytical crack pattern without crack queuing (0.5 N load 

steps) 

Fig. 9 Crack patterns of STN-16 at load = 105 kN: 

experimental and analytical with and without crack queuing 
 

 
(a) Steel stress = 63 MPa 

 
(b) Steel stress = 138 MPa 

 
(c) Steel stress = 172 MPa 

 
(d) Steel stress = 246 MPa 

Fig. 10 Crack patterns of 15-6-8-2: analytical with crack 

queuing (500 N load steps) 
 

 

therefore not separately presented. Overall, it appears that in 

the case of a concrete member subjected to bending, the 

number of superfluous cracks reduces more quickly as the 

load step size is refined than in the case of a concrete 

member subjected to axial tension. Nevertheless, unless the 

load step size is refined to 1/1000 times, finite element 

analysis without crack queuing is still afflicted by the 

formation of superfluous cracks. 

From the above, it is evident that without crack queuing, 

a very small load step size, depending on the number of 
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(a) Steel stress= 63 MPa 

 
(b) Steel stress = 138 MPa 

 
(c) Steel stress = 172 MPa 

 
(d) Steel stress = 246 MPa 

Fig. 11 Crack patterns of 15-6-8-2: analytical without crack 

queuing (500 N load steps) 

 

 
(a) Steel stress = 63 MPa 

 
(b) Steel stress = 138 MPa 

 
(c) Steel stress = 172 MPa 

 
(d) Steel stress = 246 MPa 

Fig. 12 Crack patterns of 15-6-8-2: analytical without crack 

queuing (50 N load steps) 

 

 
(a) Steel stress = 63 MPa 

 
(b) Steel stress = 138 MPa 

 
(c) Steel stress = 172 MPa 

 
(d) Steel stress = 246 MPa 

Fig. 13 Crack patterns of 15-6-8-2: analytical without crack 

queuing (5 N load steps) 

 

 

concrete elements reaching the crack criterion at one load 

step, is needed for accurate analysis. Such very small load 

step size would however invoke enormous computational 

resources, as will be seen later. 

 

Table 4 Crack number, crack spacing and crack width of 

D12-RA 

Method of determination 
Crack 

number 

Average 

crack 

spacing 

(mm) 

Average 

crack 

width 

(mm) 

Maximum 

crack 

width 

(mm) 

Computing 

time 

(hour) 

Experimental 12 63 - 0.249 - 

Analytical with crack queuing 

(500 N load steps) 
15 44 0.185 0.188 5.8 

Analytical without crack queuing 

(500 N load steps) 
38 undefined 0.084 0.085 5.2 

Analytical without crack queuing 

(50 N load steps) 
31 undefined 0.091 0.092 19.5 

Analytical without crack queuing 

(5 N load steps) 
29 undefined 0.097 0.098 68.3 

Analytical without crack queuing 

(0.5 N load steps) 
22 undefined 0.128 0.129 156.3 

Note: The undefined crack spacings are caused by the presence of zero spacing 

cracks. 

 

Table 5 Crack number, crack spacing and crack width of 

STN-12 

Method of determination 
Crack 

number 

Average 

crack 

spacing 

(mm) 

Average 

crack 

width 

(mm) 

Maximum 

crack 

width 

(mm) 

Computing 

time 

(hour) 

Experimental 5 195 0.200 0.375 - 

Analytical with crack queuing 

(500 N load steps) 
7 138 0.278 0.280 6.8 

Analytical without crack 

queuing 

(500 N load steps) 

24 undefined 0.084 0.086 5.7 

Analytical without crack 

queuing 

(50 N load steps) 

21 undefined 0.098 0.099 29.2 

Analytical without crack 

queuing 

(5 N load steps) 

18 undefined 0.110 0.112 71.2 

Analytical without crack 

queuing 

(0.5 N load steps) 

14 undefined 0.145 0.146 165.8 

Note: The undefined crack spacings are caused by the presence of zero spacing 

cracks. 

 

Table 6 Crack number, crack spacing and crack width of 

STN-16 

Method of determination 
Crack 

number 

Average 

crack 

spacing 

(mm) 

Average 

crack 

width 

(mm) 

Maximum 

crack 

width 

(mm) 

Computing 

time 

(hour) 

Experimental 5 165 0.300 0.500 - 

Analytical with crack queuing 

(500 N load steps) 
9 104 0.270 0.275 8.4 

Analytical without crack 

queuing 

(500 N load steps) 

30 undefined 0.089 0.090 7.5 

Analytical without crack 

queuing 

(50 N load steps) 

26 undefined 0.099 0.101 36.9 

Analytical without crack 

queuing 

(5 N load steps) 

23 undefined 0.108 0.109 84.5 

Analytical without crack 

queuing 

(0.5 N load steps) 

19 undefined 0.139 0.140 189.5 

Note: The undefined crack spacings are caused by the presence of zero spacing 

cracks. 

 
 

5. Crack width results 
 

The experimental and analytical maximum crack widths 

of D12-RA are plotted in Fig. 14, where the calculated 

crack widths per ACI 224R (ACI Committee 224 2001) and 

Eurocode 2 (Comité Européen de Normalisation 2004) are 

also plotted for comparison. It is seen that the experimental 

maximum crack width increases from 0.06 mm at a steel  
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Table 7 Crack number, crack spacing and crack width of 

15-6-8-2 

Method of determination 
Crack 

number 

Average 

crack 

spacing 

(mm) 

Average 

crack 

width 

(mm) 

Maximum 

crack 

width 

(mm) 

Computing 

time 

(hour) 

Experimental 9 157 - 0.353 - 

Analytical with crack queuing 

(500 N load steps) 
11 182 0.340 0.348 4.2 

Analytical without crack 

queuing 

(500 N load steps) 

21 undefined 0.180 0.183 3.8 

Analytical without crack 

queuing 

(50 N load steps) 

19 undefined 0.197 0.201 15.7 

Analytical without crack 

queuing 

(5 N load steps) 

15 undefined 0.252 0.258 40.2 

Analytical without crack 

queuing 

(0.5 N load steps) 

13 undefined 0.273 0.277 122.2 

Note: The undefined crack spacings are caused by the presence of zero spacing 

cracks. 
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Fig. 14 Maximum crack widths of D12-RA 
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 Experimental maximum crack width
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Fig. 15 Maximum and average crack widths of STN-12 

 

 

stress of 66 MPa to 0.25 mm at a steel stress of 398 MPa. 

On the other hand, at a steel stress of 66 MPa, the analytical 

maximum crack widths with and without crack queuing are 

all about 0.05 to 0.06 mm, but at a higher steel stress of 

398MPa, the analytical maximum crack widths become 

highly dependent on crack queuing and load step size. With  
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 Experimental maximum crack width

 Experimental average crack width

 Analytical maximum crack width with crack queuing (500 N)

 Analytical average crack width with crack queuing (500 N)

 Analytical average crack width without crack queuing (500 N)

 Analytical maximum crack width without crack queuing (0.5 N)

 

Fig. 16 Maximum and average crack widths of STN-16 
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 Experimental maximum crack width
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 Analytical maximum crack width without crack queuing (500 N)

 Analytical maximum crack width without crack queuing (0.5 N)

15-6-8-2

 

Fig. 17 Maximum crack widths of 15-6-8-2 

 

 

crack queuing, the analytical maximum crack width is 0.19 

mm, which is 24% smaller than the experimental maximum 

crack width. Without crack queuing, the analytical 

maximum crack widths using load steps of 500 N and 0.5 N 

are 0.10 mm and 0.13 mm, which are respectively 60% and 

48% smaller than the experimental maximum crack width. 

Somehow, the calculated crack widths per ACI 224R and 

Eurocode 2 increase from rather small values at a relatively 

low steel stress to 0.32 mm and 0.38 mm respectively at a 

steel stress of 398 MPa. These crack widths of 0.32 mm and 

0.38 mm are respectively 28% and 52% larger than the 

experimental maximum crack width. All in all, the 

maximum crack widths by finite element analysis with 

crack queuing are in best agreement with the experimental 

maximum crack width. The two design codes over-estimate 

the maximum crack width whereas the finite element 

analysis without crack queuing under-estimates the 

maximum crack width. 

The experimental and analytical crack widths of STN-12 

are presented in Fig. 15. In this figure, both the maximum 

and average crack widths are plotted for comparison. It is 

evident that the experimental maximum crack width varies 

from 0.08 to 0.38 mm while the experimental average crack 

width varies from 0.08 to 0.20 mm as the steel stress 

increases from 158 to 442 MPa. On the other hand, the 

analytical maximum crack width with crack queuing varies 

from 0.12 to 0.30 mm and the analytical average crack 
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width with crack queuing varies from 0.11 to 0.29 mm as 

the steel stress increases from 140 to 486 MPa. These 

analytical maximum and average crack widths agree quite 

well with the respective experimental results. However, the 

analytical maximum crack widths without crack queuing 

using a load step of 500 N are only 0.05 to 0.09 mm and the 

analytical maximum crack widths without crack queuing 

using a load step of 0.5 N are only 0.07 to 0.16 mm within 

the same steel stress range. Hence, although the refinement 

of the load step size would reduce the number of 

superfluous cracks and thus increase the computed crack 

widths, even at a very small load step size of 0.5 N, the 

analytical maximum crack widths without crack queuing 

are still much too small compared to the corresponding 

experimental results and analytical results with crack 

queuing. 

The experimental and analytical crack widths of STN-16 

are presented in Fig. 16. Both the maximum and average 

crack widths are plotted for comparison. From the figure, 

the experimental maximum crack width varies from 0.05 to 

0.50 mm while the experimental average crack width varies 

from 0.04 to 0.30 mm as the steel stress increases from 113 

to 522 MPa. On the other hand, the analytical maximum 

crack width with crack queuing varies from 0.06 to 0.28 

mm and the analytical average crack width with crack 

queuing varies from 0.06 to 0.27 mm as the steel stress 

increases from 104 to 522 MPa. These analytical crack 

widths agree reasonably well with the respective 

experimental results. However, the analytical maximum 

crack widths without crack queuing using a load step of 500 

N are only 0.03 to 0.09 mm and the analytical maximum 

crack widths without crack queuing using a load step of 0.5 

N are only 0.04 to 0.14 mm within the same steel stress 

range. Again, though the refinement of the load step would 

reduce the number of superfluous cracks and increase the 

computed crack widths, the resulting maximum crack 

widths without crack queuing are still much too small. It is 

therefore advocated that for crack width prediction by finite 

element analysis, crack queuing is a must. 

The experimental and analytical maximum crack widths 

of 15-6-8-2 are depicted in Fig. 17. It is noted that the 

experimental maximum crack width varies from 0.07 to 

0.35 mm as the steel stress increases from 103 to 276 MPa. 

In comparison, the analytical maximum crack width with 

crack queuing varies from 0.12 to 0.39 mm, the analytical 

maximum crack width without crack queuing using a load 

step of 500 N varies from 0.07 to 0.14 mm, and the 

analytical maximum crack width without crack queuing 

using a load step of 0.5 N varies from 0.08 to 0.28 mm, 

within the same steel stress range. Considering the crack 

widths at a steel stress of 276 MPa, the analytical maximum 

crack width with crack queuing is 11% larger than the 

experimental value, the analytical maximum crack widths 

without crack queuing using load steps of 500 N and 0.5 N 

are respectively 60% and 20% smaller than the 

experimental value. It is obvious that without crack 

queuing, the crack widths are seriously under-estimated, 

although refinement of the load step size would increase the 

computed crack widths to reduce the prediction error. 

On the whole, without incorporation of the crack 

queuing algorithm in the finite element analysis, the crack 

widths would be grossly under-estimated even if the load 

step size is refined to 1/1000 times. Crack queuing can 

significantly improve the crack width predictions and is 

therefore highly recommended. However, it should be noted 

that due to spatial variation of tensile strength (in-situ 

concrete is never perfectly uniform), the exact crack 

location is dependent to some extent on the location of the 

weakest concrete with lowest tensile strength in the vicinity. 

Hence, the crack location and pattern could be quite 

random. In normal finite element analysis, since the exact 

spatial distribution of tensile strength is not known, the 

concrete is usually assumed to have uniform tensile 

strength. Nevertheless, in theory, by considering different 

scenarios with different spatial distributions of tensile 

strength in the concrete member and analysing the concrete 

member in the different scenarios, the ranges of crack 

patterns, spacings and widths can be obtained for statistical 

analysis. One likely outcome is that due to spatial variation 

of tensile strength, the crack width could fluctuate more 

than the case of having uniform tensile strength, thus 

causing the maximum crack width to be significantly larger. 

This explains why in all the specimens analysed, the 

experimental maximum crack widths are generally larger 

than the analytical maximum crack widths. Further research 

is recommended to study the possible effects of random 

variation in tensile strength and the statistical variations of 

crack pattern, spacing and width. 

 
 

6. Computing time for finite element analysis 
 

For comparing the computational efficiency of the finite 

element analysis with or without crack queuing applied, the 

computing times are summarized in the last columns of 

Tables 4 to 7. For the case of D12-RA, the computing time 

with crack queuing is 5.8 hours, and the computing times 

without crack queuing using load steps of 50 N, 5 N and 0.5 

N are 19.5, 68.3 and 156.3 hours, respectively. As discussed 

previously, to obtain a satisfactory crack pattern for crack 

width analysis, the load step size has to be refined to 0.5 N 

and the corresponding computing time would be as much as 

27 times that of the finite element analysis with crack 

queuing. For the case of STN-12, the computing time with 

crack queuing is 6.8 hours, and the computing times 

without crack queuing using load steps of 50 N, 5 N and 0.5 

N are 29.2, 71.2 and 165.8 hours, respectively. To obtain a 

satisfactory crack pattern, the necessary refinement of the 

load step size to 0.5 N would increase the computing time 

to 24 times that of the finite element analysis with crack 

queuing. For the case of STN-16, the computing time with 

crack queuing is 8.4 hours, and the computing times 

without crack queuing using load steps of 50 N, 5 N and 0.5 

N are 36.9, 84.5 and 189.5 hours, respectively. To obtain a 

satisfactory crack pattern, the necessary refinement of the 

load step size to 0.5 N would increase the computing time 

to 23 times that of the finite element analysis with crack 

queuing. For the case of 15-6-8-2, the computing time with 

crack queuing is 4.2 hours, and the computing times 

without crack queuing using load steps of 50 N, 5 N and 0.5 

N are 15.7, 40.2 and 122.2 hours, respectively. Again, the 
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necessary refinement of load step size to 0.5 N for accurate 

analysis would increase the computing time to 29 times that 

of the finite element analysis with crack queuing. 

Summarizing, it is obvious from the above computing 

times and numerical results that incorporation of the crack 

queuing algorithm in the finite element analysis would 

improve not just the numerical accuracy but also the 

computational efficiency. For this reason, crack queuing is 

again highly recommended. 

 

 

7. Conclusions 
 

A nonlinear finite element analysis procedure 

incorporating a crack queuing algorithm for crack analysis 

of reinforced concrete structures has been devised. By 

virtue of the crack queuing algorithm, at the most only one 

concrete element, the one that would meet with the cracking 

criterion first, is allowed to crack at each iteration step, and 

the whole structure is re-analysed to cater for stress relief 

and stress re-distribution before allowing any other cracks 

to form. In so doing, the crack sequence and pattern can be 

realistically simulated, and the stress relief and stress re-

distribution in the proximity of the newly formed crack can 

be accounted for. These would enable more accurate 

predictions of crack pattern, spacing and widths. 

Reinforced concrete members tested under axial tension 

or four-point bending have been analysed and the analytical 

results are checked against the experimental results reported 

in the literature. To study the effectiveness of crack 

queuing, the analysis is first carried out with crack queuing 

applied and then again without crack queuing applied. It is 

found that with crack queuing applied, the computed crack 

pattern, spacing and widths all agree well with the 

respective experimental results. However, without crack 

queuing applied, due to inability to allow for stress relief 

and re-distribution upon cracking, many closely spaced 

superfluous cracks are formed, leading to generation of 

unrealistic crack pattern, over-estimation of crack number 

and under-estimation of crack widths. Although refinement 

of the load step size would reduce the number of 

superfluous cracks and increase the computed crack widths 

to agree better with the experimental results, this would 

increase the computing time by many times. Incorporation 

of crack queuing is a more rational approach and is 

computationally more efficient to avoid excessive 

refinement of load step size. 
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