
Structural Engineering and Mechanics, Vol. 65, No. 1 (2018) 43-51 

DOI: https://doi.org/10.12989/sem.2018.65.1.043                                                                  43 

Copyright © 2018 Techno-Press, Ltd. 
http://www.techno-press.com/journals/sem&subpage=7                                     ISSN: 1225-4568 (Print), 1598-6217 (Online) 

 
1. Introduction 
 

Structural Health Monitoring (SHM) is based on the 

premise that damage cause changes in the structure’s 

physical properties (stiffness, mass and damping). Over the 

last decades, modal parameters and other dynamic features 

obtained from vibration tests have been used to assess 

damage, since they are functions of such structural 

propert ies.  Research in vibrat ion -based damage 

identification has been rapidly expanding over the last few 

years, especially in applications involving bridges and 

buildings. In their survey, Mohan et al. (2014) have 

developed a correlation-based approach between vectors of 

experimental natural frequency change ratios with vectors 

of analytical natural frequency change ratios. More recently, 

Wang et al. (2016) have proposed a novel concept, 

combining information from frequency shifting and 

amplitude changing for damage detection.  However, 

modal parameters are also sensitive to environmental 

factors such as humidity, wind and temperature. The latter is 

especially responsible for modal variations that often are 

higher than those caused by structural damage. This 

condition might compromise the reliability of SHM 

techniques, by either masking the presence of damage or 

giving false positive alarms. To overcome this problem, 

many researchers have studied the underlying relationships 

between modal parameters, environmental factors and 

structural damage. Such studies were performed by means 

of numerical simulations and experimental tests in 
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laboratory or in situ, as described in references Farrar et al. 

(1994), Farrar et al. (1997), Alampalli (1998), Rohrmann et 

al. (2000), Peeters et al. (2001), Sohn et al. (1999), 

Meruane and Heylen (2012), Cury et al. (2011), Nguyen et 

al. (2014), Ling (2015), Wei (2015).  

Moreover, many damage identification techniques and 

algorithms have been proposed and used for the statistical 

discrimination of damage, such as: linear regressions based 

on neural networks and linear adaptive filters (Sohn et al. 

1999) and more recently, Saisi et al. (2015), Gentile et al. 

(2016) have assessed the effects of changing temperature on 

the natural frequencies of a historic tower; ARX models 

(Peeters et al. 2001); modal assurance criterion MAC 

(Allemang 2002); principal component analysis and novelty 

index (Yan et al. 2005a, b); hypothesis tests (Chinmaya and 

Mohanty 2006); symbolic data analysis with clustering 

techniques and novelty index (Alves et al. 2015, Alves et al. 

2016); optimized detection based on parallel genetic 

algorithms (Xu 2015), among others. Despite many authors 

have found empirical equations through the correlation of 

natural frequencies and temperature using either simple, 

complex, traditional or novelty techniques, no generalized 

empirical equation has ever been found. In other words, 

there is no law that clearly describes the relationship 

between modal parameters and temperature, which allows 

distinguishing variations due to damage from those due to 

temperature changes.  

To provide a better understanding over such a 

phenomenon, this paper proposes an experimental study of 

the variation of modal parameter estimates due to 

temperature and damage. This study is performed on a 

simply supported steel beam subjected to 20 different 

temperature setups and 3 structural damage scenarios,  
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Abstract.  Structural modal parameters i.e. natural frequencies, damping ratios and mode shapes are dynamic features obtained 

either by measuring the vibration responses of a structure or by means of finite elements models. Over the past two decades, 

modal parameters have been used to detect damage in structures by observing its variations over time. However, such variations 

can also be caused by environmental factors such as humidity, wind and, more importantly, temperature. In so doing, the use of 

modal parameters as damage indicators can be seriously compromised if these effects are not properly tackled. Many researchers 

around the world have found numerous methods to mitigate the influence of such environmental factors from modal parameters 

and many advanced damage indicators have been developed and proposed to improve the reliability of structural health 

monitoring. In this paper, several vibration tests are performed on a simply supported steel beam subjected to different damage 

scenarios and temperature conditions, aiming to describe the variation in modal parameters due to temperature changes. 

Moreover, four statistical methodologies are proposed to identify damage. Results show a slightly linear decrease in the modal 

parameters due to temperature increase, although it is not possible to establish an empirical equation to describe this tendency. 
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Fig. 1 General scheme of the experiment 

 

 

Fig. 2 Methodology’s flowchart 

 

 

yielding 180 tests. To assess these three damage scenarios 

under the effect of temperature variation, four statistical 

damage detection techniques are proposed: confidence 

intervals, robust linear regression, control charts and 

hypothesis tests. Results show that among the four proposed 

techniques, only one is reliable for structural damage 

detection. 

 

 

2. Materials and methods 
 

The methodology proposed in this paper consists in 

placing a steel beam into an electric oven and heating it up 

progressively while performing vibration tests under 

different temperatures and damage conditions. Is important 

to observe that this methodology is in accordance with the 

Structural Health Monitoring Process as suggested by Los 

Alamos National Laboratory (LANL) in the report 

LA13976-MS and by Farrar (2013). Fig. 1 depicts the 

general scheme of the experiment and Fig. 2 shows the 

flowchart of the proposed methodology. 

An A36 steel flat bar with nominal dimensions of 25 

mm×6 mm×1500 mm was chosen to the tests, since such 

dimensions yield rather low natural frequencies as those 

observed in many large civil engineering structures. 

It is important to note that the boundary conditions 

remained unchanged throughout the tests, allowing the 

beam’s natural thermal expansion, as Fig. 1 shows. 

Moreover, there is no relative displacement between the box 

and the supports. The beam was slightly glued to the 

supports to avoid vertical displacements. The longitudinal 

displacements are allowed, since the cylinder above the left 

support is not fixed (contrary to the right support). Even 

though the beam is considered isostatic, which is not always 

the case for real civil structures, the results obtained should 

provide useful insights about the general relationships 

between modal parameters and temperature. 

 

2.1 Electrical oven construction 
 

Before performing the vibration tests, it was necessary  

 

Fig. 3 Nominal dimensions in mm of the electric oven 

 

 

Fig. 4 Oven’s schematic electric diagram 

 

 

to build an electric oven, which consists in a parallelepiped 

timber box with external dimensions of 200 mm×250 

mm×2050 mm (Fig. 3). To minimize heat losses, were used 

an internal ceramic sheathing and a polyethylene foam-

sealing strip to fill the gaps between the openings and the 

oven’s box. 

Eight electrical resistances of 600 W uniformly 

distributed along the oven’s length served as sources of 

heat. A J-type thermocouple, a solid-state relay and a digital 

temperature controller composed the power controlling 

system. Fig. 4 shows the oven’s schematic electric diagram. 

More details about the design, construction process and 

operation can be found in Ortiz (2016). 

 

2.2 Experimental setting and beam’s previous 
analysis. 

 

The minimum temperature for all tests was set to 18°C, 

since it was the minimum temperature reachable using an 

air conditioning system. The maximum temperature for all 

tests was 56°C. This maximum temperature was set to: i) do 

not damage the insulation of the accelerometer’s coaxial 

cables (for which safe operational temperature must be 

under 70°C); ii) obtain an adequate sampling of readings 

(20 samples obtained at intervals of 2°C); iii) obtain a 

temperature gradient of 38°C which is wider than seasonal 

temperature variation in many tropical countries. 

After choosing the lower and upper temperatures values 

for the experiment, a prior modal analysis of the beam was 

performed to assess its natural frequencies and its possible 

changes due to thermal and damage effects. Eq. (1) yields 

the natural frequencies for a simply supported beam. Table 

1 shows the natural frequencies for the first three bending 

modes. 

𝑓𝑖 =
𝑖² × 𝜋

2
× √

𝐸 × 𝐼

𝜌 × 𝐴 × 𝐿4
 (1) 
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Table 1 Natural frequencies of the bending modes for the 

undamaged scenario at room temperature (25°C) 

Bending mode Frequency [Hz] 

First 6.00 

Second 24.00 

Third 54.01 

 

Table 2 Theoretical values of the undamaged natural 

frequencies for the minimum and maximum temperatures 

Bending 

mode 

Frequency at 

18°C [Hz] 

Frequency at 

56°C [Hz] 
Frequency 

[Hz] 

First 6.00 5.97 -0.03 

Second 24.02 23.89 -0.13 

Third 54.01 53.77 -0.29 

 

 

Fig. 5 Accelerometers’ instrumentation scheme (dimensions 

in mm) 

 

 

𝑖:1st, 2nd, 3rd bending modes 

𝑓𝑖: frequency in Hz 

𝐸: Steel Young’s modulus at 25°C 200e9 Pa 

𝐼: moment of inertia  429.58e-12 m4 

𝜌: material density  7850 kg/m3 

𝐴: cross section area  148.09e-6 m2 

𝐿: free span   1.50 m 

Moreover, Eq. (2) is used to estimate the thermal effects 

over the natural frequencies, by evaluating the Young’s 

modulus E according to the temperature (Poh 2001). Table 

2 presents the expected natural frequencies for the 

minimum and maximum temperatures for an undamaged 

scenario. 

𝐸0 [1 +
𝑇

𝑐9  𝑙𝑛 (
𝑇

𝑐10
)

]   for   0°𝐶 < 𝑇 ≤ 600°𝐶 (2) 

𝐸0: Steel Young’s modulus estimated at 0°C (201.04 

GPa) 

𝑇: temperature in °C 

𝑐9: coefficient equal to 1100 

𝑐10: coefficient equal to 2000 

 

2.3 Beam’s instrumentation 
 

The beam’s dynamic responses were measured using six 

unidirectional piezoelectric accelerometers Brüel and Kjaer 

4507B series with sensitivity of 10 mV/g and frequency 

range of 0.3 Hz to 6 kHz. Fig. 5 shows the instrumentation 

scheme. 

Moreover, four temperature sensors were used (TCM-

HD50 series), which have an operational range from -40°C  

 

Fig. 6 Temperature sensors’ placement scheme 

 

 

Fig. 7 Beam’s instrumentation scheme 

 

Table 3 Vibration tests acquisition parameters 

Parameter Value 

Sampling time 15s 

Sampling rate 1000 Hz 

Low pass filter 100 Hz 

Gain 2x 

 

 

to 100°C and an accuracy of 0.25°C. Fig. 6 depicts the 

sensor’s instrumentation scheme. A global view of the 

beam’s instrumentation is shown in Fig. 7. 

 

2.4 Dynamic tests 
 

Dynamic tests were carried out by means of forced 

vibrations, which consisted in applying a 15 mm vertical 

displacement through a quasi-static force and then releasing 

it abruptly. The displacement was applied at 260 mm from 

the left support to provide a better identification of the first 

three bending modes. 

The beam’s accelerations were recorded using a signal 

recorder/conditioner Lynx ADS 2000, which has a 16-bit 

resolution A/D converter. The acquisition parameters are 

summarized in Table 3. 

The beam’s modal parameters were extracted using an 

automated SSI-DATA (Stochastic Subspace Identification) 

algorithm developed by Cardoso (2017). 

 

2.5 Temperature recording 
 

Temperature values were recorded at one-second 

interval using a Hoboware® U12 series data logger. At 

every 5 minutes, approximately, the temperature was 

incremented by 2°C. Three vibration tests were performed 

at each temperature. Fig. 8 shows a typical temperature 

record history. The R2 coefficient demonstrate that those 

increments follow a linear path.  

 

2.6 Damage scenarios 
 

Artificial damage scenarios were simulated by cutting 

the beam’s cross section to change local stiffness and cause 

a reduction in the natural frequencies. Fig. 9 details the two 

damage scenarios. The first one reduces the beam’s cross 
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Fig. 8 Incremental temperature path 

 

 

Fig. 9 Beam’s damage scenarios simulated through 

electrical saw cuts 

 

 

section area by 16.67% whereas the second by 33.34%. 

 

2.7 Statistical methods for damage detection 
 

The proposed techniques aim to identify damage 

through statistical analyses of the vibration features 

identified by the modal analysis. The main idea is to detect 

structural damage by means of natural frequency deviations 

under thermal effects. Four methods are proposed: analysis 

of confidence intervals, robust linear regressions, control 

charts and hypothesis tests. 

 

2.7.1 Confidence intervals 
A confidence interval gives an estimated range of values 

that is likely to include an unknown population parameter. 

The estimated range is calculated from a given set of 

sample data. This analysis looks for some keys patterns of 

the natural frequencies behavior affected by temperature 

changes and structural damage. To this end, mean values 

and standard deviations of the natural frequencies estimates 

are evaluated for every temperature reading and for all 

damage scenarios. In this study, one considers 95% 

confidence intervals (equivalent to m±1.96𝜎, where m is the 

mean value and 𝜎  is the standard deviation of the 

frequencies’ estimates). 

 

2.7.2 Robust linear regressions 
This method is based on an iterative reweighted least 

squares method, which is less sensitive to outliers compared 

to traditional linear regressions methodologies. Eq. (3) 

summarizes the robust linear regression method used in this 

paper. More details about this method can be found in 

Hastie (2009). 

𝛽(𝑡+1) = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽(𝒛 − 𝜲𝛽)𝑇𝑾(𝒛 − 𝜲𝛽) (3) 

where: 

𝑎𝑟𝑔𝑚𝑖𝑛𝛽: is a minimum of 𝛽, i.e., the derivative of the 

expression with respect to 𝛽, then equals to zero and 

solve for 𝛽 

𝛽(𝑡+1): Coefficients vector of the new iteration 

𝒛: 𝚾𝛽 + 𝑾−1(𝒀 − 𝑷), where: 

𝑾: diagonal matrix N x N which contains the i-th 

diagonal element 𝑝(𝑥𝑖 ; 𝛽)(1 − 𝑝(𝑥𝑖 ; 𝛽)) 

𝑷 : adjusted probabilities vector with i-th element 

𝑝(𝑥𝑖; 𝛽) 

𝒀: vector of natural frequencies 𝑦𝑖  

𝚾: vector of temperatures 𝑥𝑖  

𝛽: vector of coefficients 𝛽0, 𝛽1, … , 𝛽𝑝 

 

2.7.3 Control charts 
This methodology was first used for the quality control 

in the manufacturing industry, aiming the detection of 

abnormalities in their processes. A control chart is a time 

series graph composed by a central line, and two (upper and 

lower) bounds usually called control bounds, which are 

calculated from data dispersion of a reference state in the 

process being monitored. This methodology assumes that 

the intrinsic variations of a process are normally distributed. 

The control bounds set a confidence interval of ±3𝜎, which 

means that exist a 99.73% of probability that all data are 

within this interval. 

When some data fall outside the bounds, it indicates the 

occurrence of abnormalities, probably due to external 

factors (Oakland 2007). There are many types of control 

charts, but in this paper, the X-type control chart was used, 

since it monitors the mean value of the frequencies for all 

temperature conditions and damage scenarios. The control 

bounds were calculated using Eqs. (4) and (5) considering 

the undamaged scenario as the reference state and a 

confidence interval of 95% (±1.96𝜎). 

𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑏𝑜𝑢𝑛𝑑𝑠 = 𝜇�̅� ± 1,96𝜎�̅� (4) 

𝜎�̅� =
𝜎

√𝑛
 (5) 

where: 

𝜇�̅�: mean of the reference state 

𝜎�̅�: standard deviation of the subgroups in the reference 

state 

𝜎: standard deviation of the reference state 

𝑛: subgroups size of the reference state 

 

2.7.4 Kolgomorov–Smirnov Hypothesis test 
The Kolgomov-Smirnov test is a nonparametric 

hypothesis test that returns a decision on whether two data 

sets have the same probability distribution (H=0 if true or 

H=1 if false). The decision is based on the statistic D-stat 

calculated using Eq. (6), which represents the maximum 

absolute difference between the Empirical Cumulative  
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Fig. 10 First frequency mean values and confidence 

intervals of all damage scenarios 

 

 

Distribution Functions (ECDF) of the two data sets 

compared. Moreover, the test provides the parameter p-

value, which is the probability of the null hypothesis being 

true, even if the test rejects the null hypothesis. More details 

about the Kolgomorov-Smirnov Test and interpretation of 

the p-value can be found in Chinmaya and Mohanty (2006), 

Mathworks Inc (2015), Wasserstein and Lazar (2016). 

𝐷𝑠𝑡𝑎𝑡 = |𝐹0(𝑥) − 𝐹(𝑥)| (6) 

where: 

𝐷𝑠𝑡𝑎𝑡 : maximum absolute difference between 𝐹0(𝑥) 

and 𝐹(𝑥). 

𝐹0(𝑥): cumulative distribution function of the first data 

set. 

𝐹(𝑥) : cumulative distribution function of the second 

data set. 

In this paper, the KS test was used to answer the 

following questions: 

1) Do natural frequencies variations follow a normal 

distribution? 

2) If not, do natural frequencies variations follow the 

same non-Gaussian distribution? 

The test was also used as a damage indicator through the 

D-stat values. To this end, one compares the data sets 

containing the 1st, 2nd and 3rd natural frequencies of the 3 

damage scenarios and observes the continuous variation of 

D-stat values. In other words, one considers three vectors 

𝑓id0, 𝑓id1, 𝑓id2, which contains the 20 mean values of the 

natural frequencies of the i-th vibration mode obtained for 

the 3 damage scenarios (d0, d1 and d2) and for the 20 

temperature sets. If one compares the vectors of the 1st 

natural frequency of the undamaged scenario (𝑓1d0) with 

the 1st natural frequency of the 1mm damage scenario 

(𝑓1d1), it is expected that both ECDF are different. In fact, 

since damage reduces structure’s stiffness, natural 

frequencies of the 1 mm damage scenario will be smaller 

than those of the undamaged scenario. Consequently, the 

shape of both ECDF will be different. This difference is 

indicated through the statistic D-stat. Thus, a continuous 

variation of this number is an indicator that damage is being 

identified between successive datasets. It is important to 

notice that structural damage is the unique source of 

variability in this experiment, since all the natural 

frequencies in all damage scenarios were obtained 

approximately at the same temperatures, excitation and 

boundary conditions. 

 

Fig. 11 Second frequency mean values and confidence 

intervals for all damage scenarios 

 

 

3. Results and discussion 
 

The following sections present the results obtained by 

the four proposed statistical damage detection techniques 

applied to 180 vibration tests performed on the beam (3 

tests at 20 temperatures under 3 damage scenarios). The 

first results correspond to the analysis of frequencies 

estimates at different temperatures. In fact, one analyzes 

how the mean values and confidence intervals vary 

according to damage and temperature evolution. Then, 

robust linear regression as well as control chart analyses are 

performed. Finally, one investigates the results obtained by 

Kolgomorov-Smirnov hypothesis tests. 

 

3.1 Mean-values analysis 
 

Figs. 10, 11 and 12 show the mean values and a 95% 

confidence interval for the three natural frequencies 

estimates obtained from three vibration tests performed at 

different temperatures and for all damage scenarios. In 

general, one observes that the frequencies tend to decrease 

when the temperature rises (as expected). However, this 

pattern is not purely linear. Moreover, one notices that the 

estimated frequencies are slightly higher than those 

calculated analytically are (see Table 2). 

For the case of the first natural frequency (Fig. 10), one 

observes that is possible to identify a reduction due to the 

presence of damage. However, the confidence intervals 

overlap all over the estimates, making it statistically 

impossible to assert the existence of damage.  

Fig. 11 shows the mean values and confidence intervals 

for the second natural frequency. It is possible to notice that 

for many of the estimates, the confidence intervals do not 

overlap, which would statistically allow identifying the 

different damage scenarios. However, some estimates 

present an erratic behavior. This could be because the 

artificial damage is located at the middle of the span, which 

is an inflexion point for the second bending mode, thus 

yielding poor damage estimates for the second natural 

frequency. 

Fig. 12 displays the same analysis for the third natural 

frequency. Note that tendencies do not show a clear 

relationship between frequencies and temperature. In 

addition, it is not possible to identify statistically the 

damage scenarios, since the confidence intervals overlap for 

almost all estimates. 
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Fig. 12 Third frequency mean values and confidence 

intervals for all damage scenarios 

 

 

Fig. 13 Scatter plot and robust linear regression of the first 

frequency for all damage scenarios 

 

 

3.2 Robust linear regressions analyses 
 

Figs. 13 to 15 show the scatter plots and the robust 

linear regression models for each natural frequency. In 

general, one observes that the natural frequencies decrease 

linearly when the temperature rises. Fig. 13 shows the 

results for first natural frequency for all damage scenarios. 

Note that linear regressions of the undamaged scenario and 

2 mm damage scenario have almost the same slope, which 

indicate that the frequency decrease at the same rate when 

the temperature rises. In addition, one notices that 

frequency estimates for the 2 mm damage scenario are 

lower than those of the undamaged scenario (as expected). 

Moreover, the coefficient of determination (R2) of both 

linear regressions are similar, which indicate that both 

models fit the datasets similarly. However, the linear 

regression for the 1mm damage scenario appears to be less 

affected by temperature, since its slope is smaller than the 

others. Moreover, for the temperatures between 40°C and 

56°C, the frequencies are higher than those identified in the 

undamaged scenario. This difference could be explained by 

the low value of R2, which means that the linear regression 

for the 1mm damage scenario does not represent its 

behavior properly. 

From the linear regression for the second natural 

frequencies, it is possible to identify all damage scenarios 

(see Fig. 14). Moreover, the coefficients of determination 

(R2) for the three linear regression models are similar, 

which means that the models fit the datasets very similarly. 

Once again, one observes some erratic estimates possibly 

caused by the reasons previously explained. 

Fig. 15 shows the linear regression models for the third 

natural frequency. In this case, all damage scenarios are 

 

Fig. 14 Scatter plot and robust linear regression of the 

second frequency for all damage scenarios 

 

 

Fig. 15 Scatter plot and robust linear regression of the third 

frequency for all damage scenarios 

 

 

Fig. 16 Control chart of the first frequency for all damage 

scenarios 

 

 

distinguishable. The values of the coefficients of 

determination are lower than those computed for the first 

and second natural frequencies. This fact is due to the 

higher dispersion of the estimates, since higher modes are 

more difficult to identify with precision. 

 

3.3 Control charts analyses 
 

In these analyses, the control limits are calculated using 

the “no damage” scenario as reference state.  Then, the 

other two damage scenarios are plotted as a time series to 

identify the presence of outliers. 

In Fig. 16, the control chart of the first natural frequency 

for all damage scenarios shows that some outliers were 

identified only for the 2 mm damage scenario for 

temperatures above 44°C. Once again, one notices that the 

first damage scenario (in blue) seems to be less affected by 

the temperature, since this dataset shows less variation than 

the reference state (in black). 

The existence of some outliers in the undamaged  
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Fig. 17 Control chart of the second frequency for all 

damage scenarios 

 

 

Fig. 18 Control chart of the third frequency for all damage 

scenarios 

 

 

Fig. 19 Comparison of the empirical and normal cumulative 

distribution frequencies of the first natural frequencies for 

all damage scenarios 

 

 

scenario could be explained as: i) those outliers represent 

the 5% uncertainty of the methodology; ii) the data does not 

follow a normal distribution. This last hypothesis is further 

tested using the Kolmogorov-Smirnov test. 

Fig. 17 presents the results for the second natural 

frequency. Again, the estimates tend to increase with the 

presence of damage. However, even though many values 

fall above the upper limit, one cannot state that damage was 

correctly identified, since the presence of damage should be 

detected as outliers below the lower limit. 

Fig. 18 shows the control chart for the third natural 

frequency. It is possible to identify one outlier in the 1mm 

damage scenario (in blue) and six outliers in the second 

damage scenario (in red) for temperatures above 44°C. 

Notice that even in the reference state (undamaged 

scenario) there are outliers above the upper limit. However, 

as previously stated, only the lower limit matters, since the 

basic premise stablishes that damage reduces the natural 

frequencies.  

 

Fig. 20 Comparison of the empirical and normal cumulative 

distribution frequencies of the second natural frequencies 

for all damage scenarios 

 

 

Fig. 21 Comparison of the empirical and normal cumulative 

distribution frequencies of the third natural frequencies for 

all damage scenarios 

 

 

Fig. 22 D-stat values for the three frequencies and all 

damage scenarios 

 

 

3.4 Kolgomorov-Smirnov Hypothesis tests 
 

The following tables and figures show the results 

obtained through the Kolgomorov-Smirnov hypothesis 

tests. For all datasets, two hypotheses were tested: i) do the 

data follow a normal distribution? ii) if not, do the data 

follow the same non Gaussian distribution? 

The results for the first hypothesis are shown in Table 4. 

The results show that not all datasets follow a normal 

distribution. This can be observed in Figs. 19 to 21, where 

the first three natural frequencies for all damage scenarios 

are compared with the normal distribution curves of the 

datasets. 

Table 5 shows the results for the second hypothesis. By 

observing the H values, it is clear that not all datasets follow 

the same non Gaussian distribution, i.e., each dataset 

follows its own frequency distribution. Since the 

temperature is a controlled variable in this study, the unique  
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source of variability is damage. Thus, one may suppose that 

the D-stat values (characters in italic in Table 5) could be 

used as damage indicators. Fig. 22 shows that the 

Kolmogorov-Smirnov Test identified successfully all 

damage scenarios, since its values are always increasing 

between datasets. 

 

 

4. Conclusions 
 

Table 6 provides a qualitative summary of the results 

obtained by the proposed techniques used in this paper. This 

summary is based on the answer of two main questions: 

1. Did the method reveal a clear relationship between 

natural frequencies, temperature and damage? 

2. Did the method successfully identify all damage 

scenarios? 

In general, mean values and confidence intervals did not 

successfully identify any clear relationship between natural 

frequencies, temperature and damage. 

Scatter plot and linear regressions showed a clear 

relationship between damage, temperature and natural 

frequencies, but in some cases, the models did not fit well 

the entire dataset. Thus, this method partially identified the 

damage scenarios and showed a limited relationship 

between those physical quantities. 

Control charts did not identify the damage scenarios 

properly. This could be because control charts methodology 

considers that data are normally distributed, which was not 

Table 6 Summary of the results obtained through all the 

methods 

Method Question 1 Question 2 

Mean values No No 

Robust linear regression Partially Partially 

Control charts No Partially 

Kolmogorov hypothesis test Not applicable Yes 

 

 

the case. 

Kolmogorov-Smirnov Hypothesis Tests showed to be 

effective in damage detection, taking as premise that the 

unique source of variability in this experiment was damage. 

Finally, it was impossible to establish an empirical 

equation that describes the relationship between natural 

frequencies, temperature and damage due to the complexity 

of this phenomenon. 
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