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Abstract.  This study presents a steel container crane movement analysis and assessment based on 
structural health monitoring (SHM). The accelerometers are used to monitor the dynamic crane behavior and 
a 3-D finite element model (FEM) was designed to express the static displacement of the crane under the 
different load cases. The multi-input single-output nonlinear autoregressive neural network with external 
input (NNARX) model is used to identify the crane dynamic displacements. The FEM analysis and the 
identification model are used to investigate the safety and the vibration state of the crane in both time and 
frequency domains. Moreover, the SHM system is used based on the FEM analysis to assess the crane 
behavior. The analysis results indicate that: (1) the mean relative dynamic displacement can reveal the 
relative static movement of structures under environmental load; (2) the environmental load conditions 
clearly affect the crane deformations in different load cases; (3) the crane deformations are shown within the 
safe limits under different loads. 
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1. Introduction 

 
The steel container crane structure is the key equipment of the handling operations in the 

harbor. The behavior of these harbor structures presents several hazards in particular because of 
the difficult conditions of building and extreme loadings (storms) (Godoy et al. 2008). Under the 
effect of long-term impact loads, the mechanical conditions of the container crane will appear 
many failures, such as the running failure of the slewing bearing, crack and deformation of the 
metal structure and others, which posses a grave threat for the safety of devices and operators 
(Richard et al. 2001, Zhiping et al. 2011, Ding et al. 2012). Environmental and operational 
variations, such as varying temperature, moisture, and loading conditions affecting the dynamic 
response of the structures cannot be overlooked either (Sohn et al. 2004). In fact, these changes 
can often mask subtler structural changes caused by damage. Moreover, with the possible climatic 
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changes, there is a need to update extreme wind speed and corresponding storm loading on 
structures with a view to analyze the relative change in safety level (Godoy et al. 2008). The 
process of implementing a movement and damage identification strategy for civil and mechanical 
engineering infrastructure is referred to Structural Health Monitoring (SHM) (Sohn et al. 2004, 
Kaloop 2012). By SHM of container cranes, the deterioration tendency of metal structure can be 
predicted and sudden accidents may be avoided. 

Crane damage and subsequent downtime has a major impact on indirect losses and post-
disaster recovery. Ports have received little attention compared with other infrastructures; however, 
significant damage to a major port may have a significant impact on the local and national 
economy (Kosbab et al. 2009).  

Most building codes and specifications address steel structures members loads and set 
minimum standards for these loads. The studied crane is a steel container crane that lifts objects by 
a hoist, which is fitted in a hoist trolley and move horizontally on pair of rails fitted under a beam. 
The environmental loads (wind speed and ambient temperature) and the container-moving load are 
the two main loads affecting the crane.  

The finite element model (FEM) analysis is often carried out to assist the structure design and 
limited real analysis. Therefore, the real loading conditions were always much more complicated 
than the modelers can imagine. Li et al. (2006) referred to that the structural response under 
affecting loads were consists mainly on three components: static, quasi-static and dynamic 
components. The accelerometer sensor is one of sensors, which are used to measure the dynamic 
component of structures, whereas they can be used to detect relative higher vibration of structures 
(Meng et al. 2007). In addition, the accelerometer is able to extract acceleration response of a 
structure with natural frequency up to 1,000 Hz because of the high sampling frequency (Chan et 
al. 2006). Different sensors are also used to measure and investigate the dynamic vibration of 
structures and maintenance, e.g., Global Positioning System (GPS) (Nickitopoulou et al. 2006, 
Meng et al. 2007, Moschas et al. 2011); laser scanner (Gikas 2012a); and ground-based 
microwave interferometry (Gentile 2010, Gikas 2012b).  

Dynamic measurements of several high-rise buildings, suspension bridges and offshore 
structures were undertaken and used in system identification (Hart and Yao 1977, Magalhaes et al. 
2007). During this period the interest in using parametric time domain models for system 
identification of structural systems increased. In civil engineering, the use of multivariate time 
domain models has especially attracted the attention, see (Heij and Schagen 2007, Weng et al. 
2008, Heo and Jeon 2009). The system models can be simulating the effects of the physical laws 
pertaining to the system when available with the help of input-output quantities (Erdogan and 
Gulal 2009). In addition, when there is little information on the physical laws pertaining to the 
system or when the system is too complex, identification methods such as parametric 
identification are used to define the model of the system. In this case, preliminary assumptions are 
made on the order of complexity, input and output parameters of the system. The model is then 
expressed as the relationship between the selected system inputs and outputs (Gevers et al. 2006, 
Erdogan and Gulal 2009). Erdogan and Gulal (2009), Elnabwy et al. (2013), Kaloop and Li 
(2014) used the model identification based on neural networks to identify the movements of 
bridges and to estimate the structural movements. 

The cranes health monitoring analysis studies are less compared to other different structures 
studies; refer to (Deng and Xu 2009, Bhimani and Soaderberg 2010, Zhiping et al. 2011, Ding et 
al. 2012). The high cost of establishing a SHM system is considered one of the important issues  
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Fig. 1 Crane collapse by Typhoon in Pusan ports (Gamman, Jasungdae 2003) 

 

 
Fig. 2 Accelerometer locations and acceleration recording axes 

 
 

for the safety design for the crane structures. For these reasons, using only one type of sensors to 
monitor the crane deformations is considered very complicated to extract the crane full periodic 
and identification movement models. However, this paper focuses on the analysis of the steel 
container crane at Pusan city port based on the accelerometer measurements under environmental 
loads and considering the container-moving load. Then using the FEM analysis and the 
identification model to study the safety and the vibration state of the crane in both time and 
frequency domains. Finally, assessing the crane behavior using the SHM system based on FEM 
analysis and results have been concluded.  

 
 

2. Crane description and SHM system design 
 
Container cranes are the typical portal structures, which are directly exposed to the typhoon, 

tsunami and earthquake. Especially, Pusan city ports are somewhat expected to be damaged by 
typhoons every year, and have experience of crane collapses in 2003 (Fig. 1). The crane condition 
diagnosis by SHM can give some useful preparation to natural disaster. In this study, real time 
monitoring system was built at a container crane located in Pusan city Newport. Target crane is 
made by ZPMC, which has 74 m height and 1,680 Ton weight. This model is most widely 
introduced and used in Korea ports, and which has representative nationally. Preliminary  
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Fig. 3 Structural health monitoring system composition 

 
Table 1 Acceleration sensor performance 

Parameter Description 

Sensitivity (@160Hz) 10.046V/g 
Amplitude 5g pk 
Resolution 0.000002g rms 

Transverse Sensitivity 3.9% 
Frequency Range 0.1-300Hz (±10%) 

Resonance Frequency 1.2kHz 
Amplitude Linearity <1% 

 

    
 

Fig. 4 Acceleration sensor photo, and in-situ installation at measuring point 

 
 

simulation gave the measuring points for the accelerations monitoring (Fig. 2). Totally seven 
acceleration sensors were installed based on the FEM results.  

SHM system of the container crane is composed (Fig. 3). Sensors are connected to a data 
acquisition device by wire. Measured data are digitized in AD converter and delivered through 
Bluetooth module and Access Point (AP) by wireless. The collected data are stored in SD memory 
and PC. A data acquisition device used in this research has one channel; each device was time 
synchronized by signal sender from PC each time. PC stores data in real time and controls the 
sensor nodes (data acquisition devices) (Table 2). 

As a result of feasibility measurement, acceleration range of crane structure is about maximum 
3g. Therefore, sensors were set which have the amplitude of 5g (Table 1 and Fig. 4). DAQ 
modules are prepared to measure the accelerations of each points of container crane. All devices 
are set inside the housing to protect against wind and rain (Fig. 5). The electric power was supplied 
from the crane machine room. 
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Table 2 Data-logger performance 

Parameter Description 

Programmable Offset ~±5V 
Transmit Frequency 2.0GHz Bluetooth 

Sampling Rate 1~1000Hz 
Synchronized Accuracy 10ms 

Resolution 16bit 
Size 80×80×32(mm) 

Power saving Wake/sleep 
Data backup Storage PC installed 

 

Fig. 5 Experimental setting of data-loggers and storage PC 
 

Fig. 6 (a) Crane finite element model and (b) first mode shape using SAP2000 
 
 

3. Methodology 
 
3.1 FEM design and load system 
 
The Pusan crane is modeled using the SAP2000 software considering the dead load of the 

different steel members, the environmental conditions and the container-moving load (Fig. 6). The 
analyzed carne is a steel container crane that lifts objects by a hoist, which is fitted in a hoist 
trolley and move horizontally on pair of rails fitted under a beam. In addition, the steel material 
properties which are used in modeling the crane are presented in Table 3. 

(b)(a) 
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Table 3 Steel material properties 

Density (ρ) 
Modulus of 

Elasticity (E) 
Poisson’s
ratio (ν) 

Shear Modulus 
(G) 

Effective yield
stress (Fye) 

Effective tensile 
stress (Fue) 

7850 kg/m3 210000 N/mm2 0.30 80000 N/mm2 380 N/mm2 500 N/mm2 

 
 
The crane consists of two main parts: the base and the moving load rail arm. The base width 

and depth are 42.67m and 20.60m, respectively. The second part is the moving load arm with total 
length 153.60m. During our experiments, both the container-moving load and environmental 
condition excited the crane. The moving load is a container with weight 65 Ton moving 
horizontally for a distance 127.67m along the crane arm with speed 1 m/sec on the main hoist. The 
FEM modal frequencies for the first five modes of the crane are 0.09; 0.398; 0.561; 0.657 and 
0.659 Hz, respectively.  
 

3.2 Identification model 
 
In most practical applications, the system is not known and has to be estimated from the 

available information that is called the identification problem. The three main choices in system 
identification are data, model class and criterion. In addition, system identification often involves 
several runs of the empirical cycle that consists of the specification of the problem, the estimation 
of a model by optimization of the criterion, the validation of the resulting model, and possible 
adjustments that may follow from this validation. The method, which is used, is the multi input 
single output (MISO) Neural Network Auto-Regression model with eXogenous inputs (NNARX). 
In general, Auto-Regression eXternal input (ARX) model structure (Norgaard 2000, Zhiping et al. 
2011) used delayed inputs and outputs in order to determine a prediction of the out-put at one (or 
more) sample interval(s) in the future. The most used model structure is the simple linear 
difference equation: 

yሺtሻ ൅ aଵyሺt െ 1ሻ ൅ ⋯ .൅a୬ୟyሺt െ naሻ ൌ bଵuሺt െ nkሻ ൅ ⋯ .൅b୬ୠuሺt െ nk െ nb ൅ 1   (1) 

Which relates the current output y(t) to a finite number of past outputs y(t−k) and inputs u(t−k). 
The structure is thus entirely defined by the three integers na, nb, and nk. Where, na is equal to the 
number of poles and nb−1 is the number of zeros, while nk is the pure time-delay in the system. 
Parameter estimation of the linear ARX models is followed by a standard minimization of the sum 
squared errors approach (Norgaard 2000). In the absence of noise, the model could be determined 
directly from linear algebra from very few data points, in a relatively trivial manner. In the ARX 
structures, it is assumed that the noise is equivalent to pre-filtered white noise where the poles of 
the filter are identical to those of the resulting ARX model. Practically, this means that iteration 
may be necessary to ensure that deviation from this assumption does not have a deleterious effect 
on the model predictions (Norgaard 2000). In this paper, using Multilayer Perceptron (MLP) 
network to estimate the parameters and predict model output of Eq. (1). The MLP-networks 
considered here having only one hidden layer and only hyperbolic tangent and linear activation 
functions (f, F) 

y୧ሺw,Wሻ ൌ F୧ሺ∑ W୧୨f୨ሺ∑ w୨୪z୪ ൅ w୨଴ሻ ൅W୧଴
୫
୪ୀଵ

୯
୨ୀ଴ ሻ               (2) 

Where, ݕ௜ሺݓ,ܹሻ is the prediction of the model as a function of network weights; wj0 and Wi0 
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are the bias parameters; m is the number of input units; and q is the number of hidden units. The 
function f(.) that is implemented in this paper is a tangent function and F(.) is a linear function 
output. The weights are the adjustable parameters of the network. zl represents the feature vector of 
length m, presented to the input of a feed forward neural network. In this case, a feed-forward 
neural network is used with an input layer of m nodes for n=1…. m, one hidden layer and a single 
output layer. The input layer includes the input variables. The hidden layer consists of hidden 
neurons or units placed in parallel. Each neuron in the hidden layer performs a weighted 
summation of the weights which then passes an activation function. The output layer of the neural 
network is formed by another weighted summation of the outputs of the neurons in the hidden 
layer (Norgaard 2000). The purpose of the neural network learning process is to apply corrective 
adjustments to the synaptic weight of neuron in order to make the output to come closer to the 
desired response in a step-by-step manner to satisfy the minimum function loss and the Akaike’s 
Final Prediction Error. Finally, the following neural network regression model is specified the 
training set by 

Z୒ ൌ ሼሾuሺtሻ, yሺtሻሿ|t ൌ 1, …… . Nሽ                       (3) 

The objective of training is then to determine a mapping from the set of training data to the set 
of possible weights (ܼே →  ሻ, which in someݐොሺݕ ෠) so that the network will produce predictionsߠ
sense are close to the true outputs y(t). The Auto-Correlation Function (ACF) of the errors criteria 
can be used to evaluate and compare the quality of the model. The lag (m) Auto-Correlation (AC) 
is defined as 

λሺmሻ ൌ
ଵ

୬
∑ eሺt െ mሻeሺtሻ୬
୲ୀଵ                          (4) 

Herein, e(t) is an error value between the observed and the predicted model values 
(e(t)=y(t)−	ݕොሺݐሻ); the AC ߣሺ݉ሻ is zero when k is nonzero. A large AC when k is nonzero indicates 
that the error is not zero-mean white noise and implies that the model structure is not relevant to 
the model system or that there might be a need to increase the model order. In real applications, 
AC ߣሺ݉ሻ cannot be zero when m is nonzero because of limited length of observation points. In 
addition; the cross correlation between the prediction residuals and input parameters is applied to 
evaluate the effect of input parameters on the prediction output estimated by ARX model (Belmont 
and Hotchkiss 1997). If the value of AC and cross correlation falls within 95% of the confidence 
interval, the AC and cross correlation values are insignificant and this value equals zero (Norgaard 
2000).  

 
3.3 Statistical method 
 
Structural analysis is required to determine whether significant movements occurred between 

the monitoring campaigns. Geometric modeling is used to analyze spatial displacements. Let us 
consider two sets of measurements in two epoch measurements ×1 and ×2 and it is needed to 
compare the two sets of directions and test the hypothesis that these are significantly different. The 
statistic test of the equality of the two mean directions is the F-statistic (Martin 2007). 

F ൌ ቀ1 ൅
ଷ

଼୏
ቁ
ሺ୬ିଶሻሺୖభାୖమିୖ౐ሻ

୬ିୖభିୖమ
                           (5) 

Where K is the concentration parameter, R1 and R2 are the resultant of epochs 1 and 2, 
respectively, and RT is the resultant of the combined epochs. The concentration parameter can be  
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(a) 

 
(b) 

Fig. 7 The acceleration and calculated displacement time histories of point A at 6:00am on February 
21, 2013, (a) acceleration, (b) displacement 
 
 

obtained from statistical tables using RT (Martin 2007). The calculated F is compared with critical 
values from the standard F tables. The two mean directions are not significantly different if the 
measured F-value is lower than the critical F-value (from statistical tables), which depends on the 
degrees of freedom, and at significance level 5%. 

 
 

4. Results and discussions 
 

The crane oscillation amplitude and frequency with deformation model identification for the 
three selected points A(X), E(Z) and F(X) can be described as follows: 

 
4.1 Real time acceleration analysis 
 
The real time acceleration analysis of the crane deformations in the time and frequency 

domains consist of the following steps:- 
 
4.1.1 Dynamic displacement calculations 
The acceleration measurements recorded on February 21, 2013 at points A, E and F are 

converted to the dynamic displacement as shown in Fig. 7. The dynamic displacement is 
calculated using double integration of the acceleration measurements after de-noising the 
observations and base correction (Meng et al. 2007). The mean relative dynamic displacements 
from the acceleration measurements at points A, F and E are presented as shown in Fig. 8. From 
Fig. 8, it can be shown that the maximum relative displacements are 8.15mm, 10.71mm and 
5.74mm at points A, F and E, respectively. In addition, it can be shown that container-moving load 
period (crane working period) from 8.00 am to 16.00 pm on this day. 

 
4.1.2 Static displacement calculations 
From the FEM analysis that mentioned in section 3.1 and using the environmental input data 

shown in Fig. 9 and container-load conditions, the output displacements at the different 
observation points are investigated. The output displacement component in this case is considered  
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Fig. 8 Relative displacements of acceleration measurements and FEM for points A, E and F on 
February 21 

 

 
Fig. 9 Average wind speed and temperature on February 21, 2013 

 
 
as a static component of the crane deformations as shown in Fig. 8. From Fig. 8, it can be shown 
that the maximum relative displacements are 4.40 mm, 3.70 mm and 8.30 mm at points A, F and 
E, respectively. 

From the relative dynamic and static displacement components comparison, which presented in 
Fig. 8, it can be seen that the dynamic and static crane displacement components before and after  
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(a) at 6:00 (b) at 15:00 

 
 

Fig. 10 The power spectra and fundamental frequencies of point A on February 21, 2013 
 
 

the container-loading period are showing close values for points A and F. Otherwise, at point E the 
crane displacement components are not matching. This indicates that the rigidity of point E, which 
represents the connection point of the crane bracing members, affects the static displacement 
component calculated from the FEM. From these results, it can be concluded that the mean 
dynamic displacement, which calculated from acceleration measurements, cannot reveal the full 
crane displacement components under the container-loading case (Psimoulis et al. 2011). 
However, they can show the static movement of structures under the environmental load case, 
therefore, it is not easy to calculate the amplitude of the static displacements from acceleration 
measurements. In addition, the recording point’s rigidity is affecting the static displacement 
components of the structure; therefore, the FEM cannot express the actual behavior of structures at 
these points. 

 
4.1.3 Identification of oscillation frequency 
The spectra of the dynamic components of the acceleration measurements corresponding to the 

crane loading cases were computed to investigate the existence of an oscillation signal and 
eventually detect the oscillation frequency. The Fast Fourier Transform (FFT) is used to calculate 
the first mode of the crane displacements as shown in Fig. 10. The power spectra of the 
acceleration observations of point A at two different observation hours in addition to the variation 
of the fundamental frequency of the acceleration observations of point A during all the observation 
hours are illustrated in Fig. 10. From this figure, it can be seen that the crane loading cases affect  
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Table 4 The fundamental frequencies of acceleration measurements and the FEM model at different points 
of the carne 

Time (hr) A (x-dir.) E (z-dir.) F (x-dir.) FEM analysis Load case 

5:00 am 5.60 Hz 1.99 Hz 2.06 Hz 0.09 Hz (ambient conditions)

11:00 am 0.70 Hz 13.48 Hz 0.70 Hz 0.18 Hz (loading conditions) 

 
 

 
 
 
 
 
 
 
 
 

 

Fig. 11 NNARX [2 2 1] input, hidden and output neuron 
 
 

the crane frequency mode. The drop in the first mode frequency of the acceleration measurements 
due to container moving load is 4.9 Hz, 11.49 Hz and 1.36 Hz at points A, E and F, respectively. 
From Fig. 10 and Table 4, it can be seen that the first mode frequencies of the crane is greater than 
first mode calculated from the FEM in the different loading conditions. Although, it can be shown 
that the rigidity of point E is affecting the first mode frequency of this point. From these results, it 
can be concluded that the crane displacements are within the safe limits under the different loading 
conditions, especially under the container-moving load case. 

 
4.2 Model identification analysis 
 
The Neural Network ARX model is used to identify the crane movements at points E and F. 

The model is design based on the acceleration measurements recorded at point A on February 21, 
2013. The designed model based on multi-input single-output (MISO) to identify and to detect the 
crane movements under affected wind (u1) and temperature (u2) loads as shown in Figs. 9 and 11. 
For analyzing the NNARX model, initially fully connected network architecture with six hidden 
hyperbolic tangent units is selected. Two input delay for each input parameters and output 
prediction delay are used in this model NNARX [2 2 1], as shown in Fig. 11. This selection delay 
is used after testing the significance of the input and output number delay at level 5%. In addition, 
the purpose of the neural network learning process is to apply corrective adjustments to the 
synaptic weight of neuron in order to make the output to come closer to the desired response in a 
step-by-step manner to satisfy the minimum loss function; let the function initialize the weights, 
try maximum 1000 iteration and use a small weight decay between neural layers (Norgaard 2000).  

From Figs. 12 (a) and (b), it can be seen that the NNARX [2 2 1] model is suitable to identify 
the crane movements of point E, whereas the R-Value about 0.95 and the maximum model error is 
2.5 mm. Furthermore, it is suitable to identify the movement of point F, whereas the R-Value about  

u1(t-1) 

u1(t-2) 

u2(t-1) 

u2(t-1) 
 ሻݐොሺݕ

ݐොሺݕ െ 2ሻ 

ݐොሺݕ െ 1ሻ 

115



 
 
 
 
 
 

Mosbeh R. Kaloop, Mohamed A. Sayed, Dookie Kim and Eunsung Kim 

Table 5 Statistical movement of the crane points 

Time (hr) Point A Point E Point F 

6:00-14:00 -1.4E-15 -4.62E-15 -4.43E-14 

14:00-24:00 6.7E-16 -7.7E-15 -6.13E-15 

 

 
(a) 

 
(b) 

(c) (d) 

Fig. 12 (a), (b) model identification for points E and F; (c), (d) statistical model for points E and F, 
respectively 

 
 

0.84 and the maximum model error is 4 mm. The autocorrelation function (ACF) of prediction 
errors and 95% confidence intervals and cross correlation coefficients of u1 and u2 with predicted 
errors and 95% confidence intervals were shown in Figs. 12 (c) and (d). From this Fig., it can be 

0 5 10 15 20
-1

0

1

lag

Auto-correlation function of prediction error

-20 -15 -10 -5 0 5 10 15 20
-0.5

0

0.5

lag

Cross-correlation coef. of u1 and prediction error

-20 -15 -10 -5 0 5 10 15 20
-0.5

0

0.5

lag

Cross-correlation coef. of u2 and prediction error

0 2 4 6 8 10 12 14 16 18 20
-1

0

1

lag

Auto-correlation function of prediction error

-20 -15 -10 -5 0 5 10 15 20
-0.5

0

0.5

lag

Cross-correlation coef. of u1 and prediction error

-20 -15 -10 -5 0 5 10 15 20
-0.5

0

0.5

lag

Cross-correlation coef. of u2 and prediction error

116



 
 
 
 
 
 

Movement identification model of port container crane 

show that no loss of information was observed since the residuals of this model stayed within 
confidence interval of the auto-correlation function and cross-correlation coefficients of u1 and u2. 
Herein, it can be concluded that the NNARX [2 2 1] model is reflecting the behavior of crane 
movements and can be used to detect the crane movements at different points of the crane. In 
addition, it can be also concluded that, the wind and temperature loads affect the crane movements 
in different cases of loading. 

The statistical analysis of the crane movements at different points are calculated based on Eq. 
(5), as presented in Table 5. In this method, the original displacement data assume that the first 
measured displacement and the statistical analysis of the movements of the crane points are 
calculated in relative to this point. The F-value calculated in the three dimensions for the two 
points are less than the critical F-value (7.71) at level of significance is 0.05 (Table 5). Therefore, 
the movements of the crane points are not significant. Accordingly, it is concluded that the 
deformation and movement of the crane is very safe. 

 
 

5. Conclusions 
 

Based on the limited study of the container crane in Pusan city port, the analysis results lead to 
the following findings: 

• The relative mean dynamic displacements of the crane are 8.15 mm, 10.71 mm and 5.74 mm 
at points A, F and E, respectively. While, the relative static displacements at points A, F and E are 
4.40 mm, 3.70 mm and 8.30 mm, respectively.  

• The mean dynamic displacements that are calculated from the acceleration measurements 
cannot reveal the full crane displacement and movement components in case of container-moving 
loads. However, they can show the static movement of structures under the environmental load 
case. Therefore, it is not easy to calculate the amplitude of the static displacements from the 
acceleration measurements.  

• The rigidity of connections and members of structures affects the static displacement 
components of structures. 

• The drops in the fundamental frequency values of the acceleration time histories due to the 
effect of container-moving loads are 4.9 Hz, 11.49 Hz and 1.36 Hz at points A, E and F, 
respectively. In addition, the fundamental frequency of the crane is greater than the FEM 
fundamental frequency in the two cases of loading. Furthermore, the rigidity of point E affects the 
fundamental frequencies of the acceleration measurements at this point.  

• The NNARX [2 2 1] model reflects the behavior of the crane movements and can be used to 
detect the crane deformations at different locations on the crane. 

• The crane movements are within the safe limits under the container-moving case of loading in 
both time and frequency domains and in the statistical movements analysis. 
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