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Abstract. Moving force identification is a very important inverse problem in structural dynamics. Most

of the identification methods are eventually converted to a linear algebraic equation set. Different ways to
solve the equation set may lead to solutions with completely different levels of accuracy. Based on the
measured bending moment responses of the bridge made in laboratory, this paper presented the time
domain method (TDM) and frequency-time domain method (FTDM) for identifying the two moving wheel
loads of a vehicle moving across a bridge. Directly calculgtsgudo-inverséPl) matrix and using the
singular value decomposition (SVD) technique are adopted as means for solving the over-determined
system equation in the TDM and FTDM. The effects of bridge and vehicle parameters on the TDM and
FTDM are also investigated. Assessment results show that the SVD technique can effectively improve
identification accuracy when using the TDM and FTDM, particularly in the case of the FTDM. This
improved accuracy makes the TDM and FTDM more feasible and acceptable as methods for moving
force identification.

Key words: moving force identification; bridge-vehicle interaction; time domain method; frequency-
time domain method; singular value decomposition; bending moment; response measurement.

1. Introduction

Moving force identification has been studied extensively in connection with the design of railway
tracks and bridges. Accurate identification of moving forces experienced during operation is vital for
accurate and cost effective design and maintenance of bridges. Determination of accurate force can
not only lead to a great reliance on numerical simulation based upon analytical models, but also
dramatically reduce the need for more expensive and time consuming experimental testing. In
general, input forces to a system can be directly measured using load transducers. However, in some
situations, the input locations may not be accessible for measurement. Therefore, the indirect
identification of the input forces from the dynamic responses of the structures appears to be a
valuable alternative.

The problem of moving force identification has been studied for a long time. Fryba (1972)
presented a comprehensive survey of the references and methods for solving the problems involving
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moving loads on structures. The original “moving-mass moving-force” problem was approximated
by the simplified “moving-force” problem by Timoshenk&bal. (1974). Stevens (1987) provided an
overview of the force identification process for the case of linear vibratory systems. A number of
different applications of force identification were described, and the computational procedures and
difficulties involved were outlined. Starkey and Merrill (1989) performed a careful error analysis on
the acceleration method. They determined that the error in the predicted forces was largely
dependent on the condition number of the coefficient matrix of equation set. Tang (1990) also
discussed the precision problems of dynamic load identification in the time domain. Kammer (1998)
presented a time domain method for estimating the discrete input forces acting on a structure based
upon its measured response and employed a regularization technique to stabilize computations. Cao
(1998) described the application of an artificial neural network to identify the loads distributed
across a cantilevered beam.

Based on a system identification theory, the authors have developed another two moving force
identification methods, namely the time domain method (TDM, eawal. 1997) and the frequency-
time domain method (FTDM, Lawt al. 1999). Comparative studies (Chanal. 2000c) showed
that the two methods could identify moving forces with acceptable accuracy to some extent. The
TDM was the best one, but the FTDM suffered from several constraints that mainly associated with
the solution by applying thpseudo-inversg¢echnique to the over-determined equation with a rank
deficient coefficient matrix. The singular value decomposition (SVD) technique, applied to structural
dynamics problems in the last fifteen years, is one of the most important tools in numerical analysis
(Gloub et al. 1996 and Presst al 1996). If the coefficient matriA is close to rank deficient then
the pseudo-inversés best calculated from the singular value decompositiof @findfield et al.

1995).

In this paper, a brief description of the TDM and FTDM is given first. Laboratory experiments are
then introduced. The results of a comparative study showed the effects of the bridge and vehicle
parameters on the TDM and FTDM. These results also demonstrated robustness of the adopted
SVD technique to solve the over-determined system equation in the TDM and FTDM.

2. Theoretical background

The bridge superstructure is modeled with a simply supported beam with a span Ugength
constant flexural stiffnesgl, constant mass per unit lengthand viscous proportional dampiray

Fig. 1 Moving force on a simple supported beam
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The effects of shear deformation and rotary inertia are not taken into account (Bernoulli-Euler
beam). If the forcd®> moves from left to right at a speedas shown in Fig. 1, then the equation of
motion can be expressed as
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wherev(x, t) is the beam deflection at poixtand timet and d(x — cf) is the Dirac delta function.
Based on modal superposition, if thith mode shape function of the beabyx) = sin(hr/L), the
solution of Eq. (1) can be expressed as

v(x 1) = z SintI2 (1) )

where n is the mode numbeg,(t), (=1, 2, ..., o ) are theith modal displacements. After
substituting Eq(2) into Eq (1), integrating the resultant equation with respect between 0 and

L, and then using the boundary conditions and the properties of the Dirac delta function, the
equation of motion in terms of the modal displacenogft} can be expressed as

2
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are thenth modal frequency, the modal damping and the modal force respectively. is the distance
of the axle from the left-hand support. If the time-varying f&¢g is known, Eq. (3) can be solved

to yield g,(t) and the dynamic deflection(x, t) can then be obtained from Eq. (2). This is called

the forward problem. The moving force identification is an inverse problem in structural dynamics,
in which the unknown time-varying forcB(t) is identified using the measured displacements,
accelerations or bending moments of real structures. The TDM and FTDM have been developed for
moving force identification.

2.1 Time domain method (TDM)

Eq. (3) can be solved in the time domain by the convolution integral and the dynamic deflection
v(x, t) of the beam at point and timet can be obtained from
N7X t & w(t—T

_ & 2 . NX
v(x, t) = n;pr' sin 3 Ioe

'sin, (t - T)sinnTnCTP(r)dr (5)

n

where w, = w, 1—5ﬁ . Therefore, the bending moment in the beam at yaiml timet is
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Assuming that both the time-varying foreé¢) and the bending moment(x, t) are step functions
in a small time interval\t, Eg. (6) can be rewritten in discrete terms and rearranged into a set of
equations

Max1 = BuxngFgx1 (7

where,F is the time series vector of the time-varying forR{e andM is the time series vector of
the measured bending moments in the bridge deck at>poitite coefficient matribB is associated
with the system of the bridge deck and the force. The subskidpts/(cAt) andN are the numbers
of sample points for the forde(t) and measured bending momelit respectively when the force
moves across the whole bridge deck.

2.2 Frequency-time domain method (FTDM)

Eqg. (3) can also be solved in the frequency domain. Performing the Fast Fourier Transform (FFT)
on Eq. (3), the Fourier transform of the dynamic deflectibq t) is

V(X @) = 3 1 Pu(OH(0)Py() ®)

whereM,, = pL/2, H () is the frequency response function of tile mode, and
1

Ho(w) = €)
" W— o+ 128, 0,0
@, (x) = sin(hmx/L) (20)
_ i o —i wt
Po(@) = 217 p(t)e” “dt (11)
2.2.1 Force identification from accelerations
The Fourier transform of the acceleration of the beam at gagbbtained from Eq. (8) as
. © 1
V(x @) =~ Y = Pn(x)Hy(@)Po(w) (12)
n= an
Substituting Egs. (9)-(11) into Eq. (12) and rewriting in discrete terms,
v N-1 @ Afm’
(m) = —kzon; M- o, (X)H, (MW, (m-KF(k), m=0,1,...,N-1 (13)

whereW, is the Fourier transform of thegh mode shapé&)f is the frequency resolution in the FFT,
N is the number of data samples in the HE@dnd m denote thekth and themth term in the FFT
and F is the Fourier transform of the moving fore&). Considering the periodic property of the
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Discrete Fourier Transform (DFT) and letting

. AfS 2
Hyn(m) = — Mm
n

P, (X)Hp(m) (14)
then Eq. (13) can be rewritten in matrix form

\7(N+2)Xl = A(N+2)x(N+2)F(N+2)x1 (15)
where V. andF are Fourier transform of the acceleration vecior and the force vegjor
respectively. The matrid is associated with the bridge-vehicle system. Dividingto real and
imaginary partd-r andF,, respectively, Eq. (15) becomes

V = (ArrtiAr)Fr*i(Ag +iA,)F, (16)

Similarly, Dividing V into real and imaginary paitk  a¥d , it yields

VRO Agr A OFrO
0.0 = {ARR A”} O O (17)
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Since the first and last elements of the Fourier transform of the imaginary parts of vector® and
equal to zero, i.eVi(0) =Vi(N/2)=0,F,(0)=F/(N/2) =0 , Eqg. (17) can be condensed into a
set ofN-th order simultaneous equations by deleting corresponding rows and columns as

Vri = ApFg (18)

Componentdx andF, can be found from Eq. (18) by solving tNeorder set of linear equations.
The time history of the moving forde(t) can then be obtained by performing the inverse Fourier
transformation. The solution is obtained in the frequency domain. However, the computation cost for
solving Eqg. (18) is high in finding the inverse of a full matrix, and therefore the following procedure
is developed to overcome these difficulties.

If the DFTs are expressed in matrix form, the Fourier transform of the force Veatdl be
written as follows

1

F = SWP (19)
whereW = €N and all terms iR are real (Bendagt al. 1993).
00 0 .. 0 0]
0 1 2 ...N=-2N-1
k=12 2 4 - N74Nz2 20)
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The matrixW is an unitary matrix, which means
wh= (W) (21)

whereW is a conjugate of\V.
Substituting Eg. (19) into Eq. (18), it yields

., 1 g0
V= SAW, 0] 0°0 (22)
NxNg (000
or
.o l A
N\x/l_ NNxN N\ivNBB Nﬁpf‘l (23)

Linking the Fourier transform of acceleration  with the force vegaof the moving forces in the

time domainWg andPg are the sub-matrices @f andP respectivelyNg = L/(cAt) is the number of

data samples for the foré¥t) on the beam. Using Eq. (23) for identification has the advantage of
weighting the response data in the frequency domain, but the disadvantage is that the noise of the
responses during the time intervalsft) to (NAt) will affect the accuracy of the identified forces.

Eq. (23) can be written using Eq. (19) to relate the accelerations and force vectors in the time
domain as

J = T AW P.
N\>{1 (,\va,:‘) Nx N NX%B NBEl (24)
If N=Ng, Ps can be found by solving tHé¢™ order linear equations in Eq. (23) or (24)Nit> Ng
or | accelerations are measured, the least squares method can be used to find the time history of the
moving forcesP(t). If onlyN.(N.< N) response data points of the beam are used, the equations for
these data points in Egs. (23) and (24) can be extracted and described as
= A e P (25)

Nex1 NchNc N¢ % Ng Ngx1

. T
Nex1 NexN  NxN NxNg Nyx1
In usual casesN.>Ng and more than one acceleration measurement can be used to identify a
single moving force for a higher accuracy.

2.2.2 ldentification from bending moments
Similarly, the relationships between bending mommenand its Fourier transfornM, and the
moving force vectoP can be described as follows

M= B W p, (27)

1
Nx1 N N X NNx Ng N x 1

m= (W) BW P, (28)

Nx1 Nx N NXNNxNBNBx]_
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m=(W) BW P (29)

Nex1 NexN  NXNNxNg Ngx1
The force vectordy can be obtained from the above three sets of equations by using the least
squares method.

2.2.3 Two forces identification
The above procedures have been derived for single force identification. Further, Eq. (28) can be
modified for two force identification using the linear superposition principle as

B, O
* T EP]_D
m= (W) |B, B,/ Ws E (30)
BBy

where B[Ny x (Ng—1)], B,[(N—=1-2N,) x (Ng—1)] andB.[N;x (Ng—1)] are sub-matrices of

matrix B. The first sub-matrix row in the matr® describes the state when only the first force is
applied on the beam. The second and third sub-matrix rows respectively describe the states when
two forces are on the beam and when the second force remains on the beam after the exit of the
first force respectively. Similarly, as before, the two moving forces can be identified using more than
one measured bending moment measurement.

2.3 Solutions

As mentioned above, it is easy to see that the TDM or the FTDM will usually result in a system
of equations with the form

Ax=b (31)

where,x is the time series vector of the unknown time-varying f&(¢tg b is the time series vector

of the measured bending moment respanGet) or acceleration responséx, t) of the bridge deck

at the pointx. The system matrixd is associated with the bridge-vehicle system. Assuming its size
is k x n, wherek andn = L/(cAt) are the numbers of sample points for the respmiset) or a(x, t)

and for the forceéP respectively when the force goes across the whole bridge décknijfthen the
systemAx=b is an over-determined system of equations. In principle, Eq. (31) will have a solution
given by the least-squares method as

x = A'b = [(ATA)"A"]b (32)

whereA" denotes th@seudo-inverséPl) of matrixA. The solution vectox is called the Pl solution

in Eq. (32). This definition require& to have full rankA" is ann x k array that is unique. If matrix

A is square and non-singular the=A™, Eq. (31) becomes a linear equation system, and the
force vectorx can be directly found by solving Eq. (31). If matAxs singular, Eqg. (31) is ill-posed
and the elements of the solution vectowill be sensitive to small changes in both matkiand
vector b. If matrix A is close to rank deficient thet" is best calculated from the singular value
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decomposition (SVD) ofA (Lindfield et al. 1995). The SVD technique, applied to structural
dynamics problems in the last fifteen years, is one of the most important tools in humerical analysis
(Gloubet al. 1996 and Presst al. 1996).

If matrix A is real, the SVD ofA is USV', where,U andV are two orthogonal matrices, their
sizes are&k x k andn x n, respectivelySis a real diagongt x n matrix in which the elements at the
leading diagonal of this matrix are called the singular valueg\.oDnce the singular value
decomposition of the matri& is known, its inverse can easily be calculated fisms VSU™. For
simplicity, assuming thaf has no exact zero singular values, it can be shown that the least-squares
solution vectorx is given by

min(k, n) U;rb

X = ?ivi (33)

The solution vectox here is called the SVD solution. Eq. (33) clearly illustrates the difficulties
associated with standard matrix solutions of Eq. (31). If the numerator does not decay as fast as the
singular valueg; of the denominator, the solution is dominated by terms containing the sroallest
Consequently, the solutionmay have many sign changes and thus appear to be randomAWhen

rank deficient, only the (r < min(k, n)) non-zero singular values of the matrix are taken into
account so thaB is ar x r matrix wherer is the rank ofA. To make the multiplication of Eq. (33)
conformable, the first columns ofV and the first columns ofU in Eq. (33) are used.

3. Experiments in the laboratory

A model car and a model bridge deck were constructed in the laboratory. An Axle-Spacing-to-
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Fig. 2 Experimental setup of moving force identification
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Span-Ratio (ASSR) is defined as the ratio of the axle spacing between two consecutive axles of the
vehicle to the bridge span length. Here, the ASSR was set to be 0.15. The model car had two axles
at a spacing of 0.55m and was mounted on four rubber wheels. The static mass of the whole
vehicle was 12.1 kg in which the real wheel mass was 3.825 kg. The model bridge deck, so called
main beam as shown in Fig. 2, was simply supported between a leading beam and a trailing beam.
On the leading beam a constant vehicle speed was reached as the model car approached the bridge
deck. The trailing beam was used for decelerating the car. The main beam, with a span length of
3.678 m and 101 mm x 25 mm uniform cross-section, was made from solid rectangular mild steel
bar with a density of 7335 kgfhand a flexural stiffnesgl = 29.97 kNni. The first three theoretical

natural frequencies of the main beam were calculatéd=a4.5 Hz,f, = 18.6 Hz, and; = 40.5 Hz.

A U-shaped aluminum track was glued to the upper surface of the main beam as a guide way for
the model car, which was pulled along by a string wound around the drive wheel of an electric
motor. The speed of the motor could be adjusted. Seven photoelectric sensors were mounted on the
beams to measure and check the uniformity of speed of the model car. Seven equally spaced strain
gauges and three equally spaced accelerometers were mounted on the lower surface of the main
beam to measure the response. A system calibration of the strain gauges was carried out, before the
actual testing program, by adding masses at the middle of the main beam. A 14-channel tape
recorder was employed to record the response signals. The first seven channels were used for
logging the bending moment response signals from the strain gauges. Channels 8 to 10 were used
for logging the accelerations from the accelerometers. Channel 11 was connected to the
photoelectric sensors. In addition, the response signals from channels 1 to 7 and channel 11 were
also recorded simultaneously on a PC for easy analysis. The software Global Lab from the Data
Translation was used for data acquisition and analysis in the laboratory test. Before exporting the
measured data in ASCIl format for identification, the Bessel IIR digital filter with lowpass
characteristics was implemented as cascaded second-order systems.

4. Comparative studies

This comparative study is aimed at investigating the effects of several bridge-vehicle systems
parameters on TDM and FTDM methods as well as comparing the SVD solution in Eq. (33) with
the PI solution in Eq. (32). The parameters studied include the sampling frequency, the mode
number used, the speed of the vehicle, the measuring station numbers and locations. In practice, the
parameters were studied one at a time. The procedure was to examine each parameter in the cases
studied and to isolate the case with the highest accuracy for the corresponding parameter. The
accuracy is quantitatively defined as Eq. (34), called a Relative Percentage Error (RPE).

Z |ftrue_fidemJ
Z |ftrue‘

However, because the true forces are unknown, this is not practical. The trueffycand
identified force fgen) in EQ. (34) are here replaced by the measured resp@nsg.£) and rebuilt
response Renii) respectively (Charet al. 2000a & b) in order to calculate the RPE between the
measured and rebuilt responses instead of comparing the identified forces with the true forces

RPE = x 100% (34)
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directly. In the comparative studies being reported here, the results were based on the measurements
of bending moments. For each method, the identified forces were first calculated based on the
bending moment response from all seven measuring stations. The rebuilt responses were then
computed accordingly from the identified forces. The RPE values between the rebuilt and measured
bending moment responses at each station were finally tested for validation of each identification
method. The maximum acceptable RPE value adopted here is 10%etGiia2000c).

4.1 Effect of sampling frequency

In each laboratory experiment case, the response was acquired at a sampling frequency of 1000 Hz
per channel. This frequency was higher than the practical demand because only a few first lower
frequency modes are usually used in moving force identification. The sequential data points acquired
at 1000 Hz were sampled again at a few intervals in order to obtain new sequential data at a lower
sampling frequency. New sequential data at the sampling frequencies of 333, 250 and 200 Hz would
be obtained by sampling the data again at every third, fourth and fifth point respectively. In the
TDM and FTDM studies, the sampling frequerfgyshould be high enough to ensure sufficient
accuracy in the discrete integration. Because there is a computer memory problem in the computation
of the inverse of a large matrix, the maximum sampling frequency is limited to be within 500 Hz,

Table 1 Effect of sampling frequency on TDM (15 Units, MN=5)

RPE (%)
® sta. 1 sta. 2 sta. 3 sta. 4 sta. 5 sta. 6 sta. 7
333 4.62 2.62 1.68 1.91 1.78 2.58 3.08
4.63* 2.63 1.68 1.95 1.80 2.58 3.08
250 5.43 3.09 1.80 2.56 1.94 3.43 4.83
200 8.55 4.00 2.63 3.71 2.99 472 9.54

*Underlined values are for theseudo-inverseéechnique, the same applies to the following Tables.

Table 2 Effect of sampling frequency on FTDM (15 Units, MN=5)

¢ RPE (%)
s sta. 1 sta. 2 sta. 3 sta. 4 sta. 5 sta. 6 sta. 7
451 2.53 1.87 1.95 1.82 2.25 3.17
333 204.8 168.6 156.8 148.0 153.6 161.9 186.9
250 4.53 2.52 1.87 1.95 1.82 2.24 3.17
5.74 2.80 2.15 2.08 2.14 241 4.74
200 451 2.53 1.87 1.95 1.82 2.25 3.17
4.58 2.54 1.87 1.98 1.83 2.26 3.18
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Fig. 4 Identified forces by FTDM and TDM using SVD

and sampling frequencies of 200, 250 and 333 Hz were set here. The sampling frequency giving the
highest accuracy will be adopted for the subsequent study of the effect of other parameters, i.e., the
mode number (MN) used, the speed of the vehicle, the measuring station numbers and their
locations. Tables 1 and 2 are for the TDM and FTDM respectively, in which the effect of the
sampling frequency is taken into account, the RPE values between the measured and rebuilt bending
moment are given for the SVD solution and the PI solution respectively. The case given is for
MN=5, the sensor number is seven and the car speed is 15 Units (IUnit  0.102 m/s).

Table 1 shows the identification accuracy that is acceptable for the TDM under all cases. The
higher the sampling frequency, the lower are the RPE values for all stations. The TDM is suitable
for the higher sampling frequency case. The highest identification accuracy corresponds to the
highest sampling frequendy= 333 Hz. It can be observed from Table 1 that there is almost no
difference for the RPE data at each station using the SVD or the PI technique. However, by
studying Fig. 3, it can be predicted that the forces identified by the SVD are better than those by the
PI1. This occurs particularly at the moment that the second axle approaches the bridge when the first
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axle is on the beam. It can be seen that the identified first forces by the Pl have more random errors
with higher frequency.

For the FTDM, Table 2 clearly shows the comparison of the identified results by the SVD and by
the PI techniqgue. When using the PI technique, the effect on the identification accuracy increases
with the increase in the sampling frequency. When the sampling frequency is 333 Hz, the FTDM is
failed because all the RPE values at seven stations are higher than 148%. When decreasing the
sampling frequency to 250 Hz, further to 200 Hz, the FTDM is acceptable. This shows that the
FTDM is suitable for a lower sampling frequency when the PI technique is used to solve the
equation. The highest accuracy corresponds to the lowest sampling frequency case206.Hz,
which is almost same accuracy as the SVD at this sampling frequency. Significantly, the identified
results by the SVD are clearly different from those by the PI. They are almost constant at each
station for the different sampling frequencies. This means that use of the SVD technique is
independent to the sampling frequency. Further, use of the SVD can effectively improve the
identification accuracy, especially when the sampling frequency is in the highest ca¢e 333

When comparing Table 2 with Table 1, it can be found that the RPE data by the SVD are much
closer when the highest sampling frequeficy333 Hz is used. Fig. 4 shows the comparison of the

Table 3 Effect of mode number (MN) on TDM (15 Units, 250 Hz)

MN RPE (%)
sta. 1 sta. 2 sta. 3 sta. 4 sta. 5 sta. 6 sta. 7
3 11.57 3.36 5.03 2.66 5.23 3.72 12.22
4 5.80 3.33 1.89 2.85 1.98 3.76 5.76
5 5.43 3.09 1.80 2.56 1.94 3.43 4.83
6 8.09 3.79 2.57 2.42 2.75 4.65 7.12
7 14.28 6.46 6.89 3.95 6.58 5.38 10.96
8 14.28 6.46 6.89 3.95 6.58 5.38 10.96
9 14.29 6.48 6.89 3.95 6.57 5.38 10.94
10 21.24 13.83 10.11 5.01 10.01 13.11 19.38
200 :
| — MN=5 — MN=3 f\

' il

Z 100 VATLVRE
T ARTTY Y
o |
S 50 — .
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Fig. 5 Identified forces by TDM using SVD for MN=3 & MN=5
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Table 4 Effect of mode number on FTDM (15 Units, 250 Hz)
MN RPE (%)
sta. 1 sta. 2 sta. 3 sta. 4 sta. 5 sta. 6 sta. 7
12.10 3.51 5.26 2.61 5.21 3.70 12.91
Fail Fail Fail Fail Fail Fail Fail
4 5.88 3.24 2.03 2.64 1.97 3.55 5.83
13.58 7.19 5.69 5.93 5.55 6.75 12.91
453 2.52 1.87 1.95 1.81 2.24 3.17
3.74 2.57 1.77 1.95 1.58 1.62 2.06
- 3.69 2.36 1.44 1.55 1.15 1.32 1.82
4.79 2.44 1.54 1.73 1.39 1.57 3.07
3.69 2.36 1.44 1.55 1.16 1.32 1.82
8 4.73 2.42 1.53 1.64 1.35 1.50 3.02
g 3.55 2.21 1.39 1.52 1.17 1.29 1.90
4.59 2.30 1.50 1.63 1.30 1.49 3.20
10 341 1.85 1.28 1.50 1.03 0.92 1.63
200 —
P —sw |
150 — :: I
Z 400 i “ Y ;, s
5 ‘ N i 1 Ll
UO_ 50 7 e H‘ o ﬁ:, ' ! i‘l‘ \
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Fig. 6 Identified forces by FTDM using SVD & PI for MN=5

identified forces for the TDM and FTDM respectively when the SVD is used. It clearly illustrates
the identified results are feasible and in a good agreement with each other, especially during the
period when both the two axles of the car are on the beam.

4.2 Effect of mode number (MN)

The casd; =250 Hz,c = 15 Units is chosen for studying the effects of mode numbers. The mode
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Fig. 7 Identified forces by FTDM & TDM using SVD for MN=4

number was varied from MN=3 to MN=10. Table 3 lists the RPE values for the TDM using the
SVD. The results using the Pl are not listed here because the accuracy is almost the same as that
using the SVD except for the case MN=3. When MN=3 and using the PI technique, the TDM is not
effective because the RPE values at all seven stations are higher than 100%. When MN=3 but using
the SVD, the identified results are acceptable although are bigger RPE values than 1096'at the 1
and 7 stations. This shows that the SVD technique can effectively improve the identification
accuracy for the TDM. If the mode number is larger than 3, the RPE values increase gradually with
the increase in the mode number. If the mode number increases up to MN=10, the TDM is again
not effective at all measuring stations except station 4. By studying the RPE data in Table 3, it can
be found that the best case is case MN=5. Fig. 5 illustrates the comparison of the identified forces
when MN=3 and MN=5 respectively. The curve for MN=5 in Fig. 5 is clearly smoother and more
feasible than that for MN=3.

The results for the FTDM are given in Table 4. They show that the RPE values decrease slightly
with an increase in the mode number whether using the SVD or the PI technique. Further,
comparing the data at each station, it can be seen that the result using the SVD is clearly improved
in identification accuracy, particularly for the lower mode number cases MN=3 and MN=4. When
MN=3 and using the PI technique, the FTDM fails, but using the SVD, the identified results are
acceptable except that there are bigger RPE values than 10% &t #mel 7" stations. When
MN=4, using the SVD can effectively improve the identification accuracy by more than 50% at
each station. This shows that using the SVD technique to solve the system equation can clearly
improve the FTDM. Moreover, Fig. 6 illustrates the forces identified by the FTDM when using the
SVD and the PI respectively. The curve in Fig. 6 illustrates that using the PI is less acceptable than
using the SVD because it has components with higher frequency noise.

If the mode number is less than 3, both the RPE values and the identified forces become very poor
and both the TDM and FTDM fail to identify the two moving forces. The above fact shows the two
methods are effective only if the required mode number is achieved or exceeded. Further, use of the
SVD can effectively improve the identification accuracy of the two methods, especially for the
FTDM. From the data in Tables 3 and 4, it can be predicted that the FTDM is better than the TDM
when using the SVD. As an example, the RPE data are very close to each other when MN=4 and
using the SVD. The identified forces are illustrated in Fig. 7. The results by the FTDM are more
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Table 5 Effect of vehicle speed on TDM and FTDM (MN&4 200 Hz)
RPE (%)
Station TDM FTDM
5-2 10-4 15-2 5-2 10-4 15-2

5.18,5.23 5.89,5.89 6.72, 6.71 23.71,Fail 23.3,110. 5.87,5.94
3.46,3.48 2.66, 266 3.31, 3.30 13.00, Fail 12.6, 50.0 3.24,3.29
2.87,2.88 295,295 243, 242 6.79, Fall 7.99, 25.9 2.04, 2.05
3.30,3.31 3.19, 320 299, 3.01 7.90, Fail 8.32, 48.2 2.65, 2.66
2.78,2.80 2.76,2.76 2.58, 2.58 6.93, Fall 7.79,24.8 1.98, 201
4.20,4.22 391,391 396,396 12.40, Fail 11.8, 47.6  3.55, 3.57
5.75,5.78 7.38,7.38 6.29, 6.29 26.37, Fall 26.3, 102. 5.84,5.89

N O oA WDN P

feasible than those by the TDM because they are closer to the two static axle weights, particularly
for the identified first force between 0.4-0.8 seconds and the second force between 1.7-2 seconds.

4.3 Effect of vehicle speed

Three vehicle speeds were set manually at 5, 10 andnifS respectively in the experiments.
After acquiring the data, the speed of the vehicle was calculated and the uniformity of the speed
was checked. If the speed was stable, the experiment was repeated five times for each speed case to
check whether or not the properties of the structure and the measurement system had changed. If no
significant change was found, the corresponding recorded data were accepted for identification of
the moving forces. After checking the speed of the vehicle between two triggers, it was found that
apparent differences in the speed existed in each segment of the beam. Therefore, the average speed
of the vehicle on the whole beam was assumed to identify the moving forces in the TDM and
FTDM. In addition, some limitations on the TDM and FTDM have been first considered. In
particular, a necessary RAM memory and CPU speed of the personal computer were required for
both the TDM and FTDM. Otherwise, a significant amount of execution time is needed due to large
size of the coefficient matrid in Eq. (32), or they cannot be executed at all due to insufficient
memory. If the mode number, the sampling frequency and bridge span length are not be changed in
this case, a change of the vehicle speed would mean a change of the sampling point number, which
will in turn change the dimensions of matAxin Eq. (32). Therefore, in order to make the TDM
and FTDM effective and to analyze the effects of various vehicle speeds on the identified results,
the case with MN=4f,=200 Hz was selected. The RPE values were calculated and tabulated in
Table 5 for Cases 5-2, 10-4 and 15-2. Case “5-2" meansettend sebf data was recorded when
the vehicle moved across the bridge at the speed 5 Units. Others are similarly identified. The data in
Table 5 show that the TDM is effective for all three various vehicle speeds. The RPE data at each
station are almost the same for each speed whether using the SVD or the PI technique. Although
the change in the RPE value is not so significant, the RPE values tend to reduce with the increase in
the vehicle speed, especially for those measuring stations with middle regions.

When using the PI technique, the FTDM failed to identify the forces when the vehicle speed is
lower, says 5 Units, but the identified results get better and better as the vehicle speed increases.
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Fig. 8 Bending moments by FTDM & TDM using SVD

Fortunately, the identified result is finally acceptable in the case of 15 Units for the FTDM.
However, when using the SVD the situation is completely changed. The original ineffective FTDM
becomes effective when the speed is 5 Unitly. The original higher RPE becomes a small RPE
when the speed is 10 Units. When the vehicle moves at 15 Units the identification accuracy is also
improved and better than that by using the PI technique. It seems that it is better to use the SVD
technique to solve the system equation so that the FTDM can be effective and can identify the
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Table 6 Effect of measuring stations on TDM and FTDM (15 Units, 250 Hz)

RPE (%)
Station TDM FTDM
N=3 NN=4 N=5 N=7 N=3 N=4 N=5 N=7
1 * * * 5.43 * * * 453
* * * 5£ * * * Sﬂ
5 * 1.52 2.17 3.09 * 1.67 2.14 2.52
* 1.48 2.17 3.08 * 2.90 34.63 2.80
3 1.26 1.42 1.82 1.80 1.24 1.50 1.71 1.87
15.76  1.44 1.80 1.80 70.15  2.09 1725 215
4 1.73 * 2.63 2.56 1.38 * 1.77 1.95
13.39 * 2.67 2.58 17.27 * 34.68 2.08
5 1.39 1.82 1.95 1.94 1.05 151 1.71 1.81
8.33 1.85 1.94 1.95 73.90 211 16.65 2.14
6 * 1.59 1.95 3.43 * 1.68 1.63 2.24
* 1.56 1.98 3.44 * 2.74 32.87 2.41
* * * 4.83 * * * 3.17
7 * * * 4& * * * 4ﬂ

Asterisk * indicates the station is not chosen.
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Fig. 9 Identified forces by FTDM using SVD & PI for 5 stations
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moving forces with a higher accuracy. These results also show that the identification accuracy for a
faster vehicle speed is higher than that at lower vehicle speeds for both the TDM and FTDM. Fig. 8
illustrates a comparison of rebuilt responses at all 7 stations for both the TDM and FTDM. The

rebuilt responses for both the TDM and FTDM agree well with the measured ones except at some
localized points. In the band with a higher error, it also can be seen the FTDM results are closer to
the measured bending moments.

4.4 Effect of measuring stations

To assess the effect of the measuring stations, the station nNmbeas set to 2, 3, 4, 5, and 7
respectively while the other parameters MNE£S; 250 Hz,¢c= 15 Units were not changed for any
of the cases. The RPE values when using the SVD and the PI technique are given in Table 6. When
using the PI technique, the underlined RPE data show that the TDM requires at least three, but best
four measuring stations to obtain the two correct moving forces. However, the FTDM should have
at least one more measuring station than when using the TDM, i.e. 4, to obtain the same number of
moving forces. However, the RPE errors are increased obviously when the measuring station
number is equal to 5 for the FTDM. This is because the addition of the fifth station is placed on the
1/2L point, which is a node for the second and fourth modes of the supported beam. Nevertheless,
whenN, =7, i.e., two more stations are put at the_148d 7/8 respectively, the RPE values for the
FTDM recover normal level to within 10%. This indicates that the FTDM is sensitive to the
locations of measuring stations, and they should be selected carefully. In general, for the TDM and
FTDM, the identification accuracy increases with the increase in the measuring station number, but
if the increased station is put on any node of vibration modes, the identified results will be worse,
especially in the case of the FTDM.

According to the data in Table 6, when the station nhumber is equal to or bigger than four, there is
almost no difference in the RPE values for the TDM, whether using the SVD or using the Pl. When
the station number equals three, using the SVD can dramatically improve the identification
accuracy. The same situation also applies for the FTDM when the station number equals three and
five. Fig. 9 illustrates the comparison between the identified first forces and between the second
forces by the FTDM when using the SVD and the PI technique respectively when selecting the five
measuring stations. Obviously, the FTDM failed to identify the two moving forces when using the
Pl to solve the system equation. However, if using the SVD the FTDM can effectively identify the
two moving forces and the identification accuracy is acceptable. This shows that both the TDM and
FTDM can effectively identify the two moving forces when using the SVD technique to solve the
over-determined set of system equations. Particularly in the case of the FTDM, it is really important
to adopt the SVD to solve the set of system equations.

5. Conclusions

The time domain method (TDM) and frequency-time domain method (FTDM) for identifying the
axle force history of a moving vehicle on a bridge have been presented. A bridge-vehicle system
model was constructed and used for laboratory experiments to test moving force identification
methods. A series of experiments making measurements of bending moment responses caused by a
vehicle moving across the model bridge were conducted. Comparative studies of moving force
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identification methods have been carried out. The effects of bridge-vehicle system parameters such
as sampling frequencies, numbers of mode considered, vehicle speeds, the numbers of measuring
station and their locations have been investigated. The singular value decomposition (SVD) solution
and the pseudo-inverse (Pl) solution as used for both the time domain method and the frequency-
time domain method have been compared. The following conclusions are drawn: 1) Both the TDM
and FTDM are successful for the moving force identification from the measured bending moment
responses caused by the vehicle moving across a bridge. 2) The effects of bridge-vehicle system
parameters on the TDM and FTDM obviously depend on the solution to the over-determined system
equation. 3) The use of the SVD technique can effectively improve the identification accuracy for
both the TDM and the FTDM, particular for the FTDM. 4) The SVD technique is recommended as
the better solution for the over-determined system equation cases involved in both the TDM and
FTDM.

All the above findings are important for the further development of moving force identification
systems (MFIS) to acquire real data in the field, and it can be concluded that the TDM and FTDM
should be accepted as practical methods to be incorporated into the MFIS if the SVD technique is
adopted.
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