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Abstract.  Ground Motion Prediction Equations (GMPEs) are essential tools in seismic hazard analysis. 

With the introduction of probabilistic approaches for the estimation of seismic response of structures, also 

known as, performance based earthquake engineering framework; new tasks are defined for response 

spectrum such as the reference criterion for effective structure-specific selection of ground motions for 

nonlinear time history analysis. One of the recent efforts to introduce a high quality databank of ground 

motions besides the corresponding selection scheme based on the broadband spectral consistency is the 

development of SIMBAD (Selected Input Motions for displacement-Based Assessment and Design), which 

is designed to improve the reliability of spectral values at all natural periods by removing noise with modern 

proposed approaches. In this paper, a new global GMPE is proposed by using selected ground motions from 

SIMBAD to improve the reliability of computed spectral shape indicators. To determine regression 

coefficients, 204 pairs of horizontal components from 35 earthquakes with magnitude ranging from Mw 5 to 

Mw 7.1 and epicentral distances lower than 40 km selected from SIMBAD are used. The proposed equation 

is compared with similar models both qualitatively and quantitatively. After the verification of model by 

several goodness-of-fit measures, the epsilon values as the spectral shape indicator are computed and the 

validity of available prediction equations for correlation of the pairs of epsilon values is examined. General 

consistency between predictions by new model and others, especially, in short periods is confirmed, while, at 

longer periods, there are meaningful differences between normalized residuals and correlation coefficients 

between pairs of them estimated by new model and those are computed by other empirical equations. A 

simple collapse assessment example indicate possible improvement in the correlation between collapse 

capacity and spectral shape indicators (ε) up to 20% by selection of a more applicable GMPE for calculation 

of ε. 
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In common Global Ground Motion Prediction Equations (GMPEs) such as NGA-West2 
models, the number of used Ground Motion Records (GMRs) are increased to develop a more 
acceptable fitted functional form to the data. The basic need to extend the selected database as 
much as possible can result in the non-uniform reliability of predicted spectral values, especially, 
in longer periods due to the low quality of recorded accelerograms or reduced number of used 
data. Several worldwide GMPEs are proposed by using carefully processed accelerograms 
(Ancheta et al. 2014, Cauzzi and Faccioli 2008, Cauzzi et al. 2014), however, in most of which the 
selected database is mainly dominated by recorded data from a specific seismic region which is 
blended with candidate ground motion records from other sources such that the overall attenuation 
pattern is preserved. These global models are widely used in earthquake engineering practice, 
especially, for the estimation of seismic hazard level in a specific site. In probabilistic seismic 
hazard analysis, the epistemic uncertainty due to the selection of appropriate GMPE is accounted 
for via multiple weighted GMPEs in logic tree framework. Also, a variety of applicability 
assessment procedures are proposed to rank the best available GMPE that can predict regional 
differences (e.g., Scherbaum et al. 2009). But, since the order of this type of uncertainty is not 
comparable to the other sources (e.g., uncertainty in code safety factors) in the result of traditional 
design process, it has not been quantitatively assessed. 

Today with increasing interest in the Nonlinear Time-History Analysis (NLTHA) as a response 
to the objective of accurate probabilistic assessment of structures in accordance with Performance 
Based Earthquake Engineering (PBEE) framework, the importance of SGMR selection and 
modification has been more highlighted. There are a variety of methods proposing efficient 
selection of SGMRs to be used in the estimation of performance of structure in term of different 
Engineering Demand Parameters (EDPs) (Ghafory-Ashtiany and Arian Moghaddam 2015, 
Cantagallo et al. 2015). Following the PBEE approach, a critical challenge is to simulate nonlinear 
dynamic collapse under excitation by selected set of SGMs that represent characteristics of 
extreme ground motions exceeding design levels (Ibarra and Krawinkler 2005) and result in 
unbiased reliable estimation of EDPs at performance levels before collapse. To avoid unreasonable 
computational effort caused by application of a large number of SGMs in performance assessment 
process(e.g., collapse simulation), the predetermined sets of SGMs have been refined based on the 
structure or site specific criteria (e.g., FEMA P.695, Baker et al. 2011, Haselton 2006, and 
Somerville 1997).Considering the fact that near collapse dynamic behavior of structures coincides 
with high levels of structural softening and consequent period elongation; one can simply conclude 
that the accuracy and validity of any relationship between ground motion intensity and computed 
EDPs (e.g., maximum inter-story drift ratio) is influenced by the reliability of estimated Intensity 
Measures (IMs) such as elastic spectral ordinates at longer periods. For instance, the meaningful 
correlation between spectral shape indicators such as Epsilon (Baker and Cornell 2006) and Eta 
(Mousavi et al. 2011) and the collapse capacity of structures is reported (Haselton et al. 2009, 
Mousavi et al. 2011). Epsilon measures the deviation of IM for a ground motion from the 
geometric mean of IM computed from a GMPE, while Eta is a linear combination of several IMs. 
The concept of spectral shape indicators is generalized toward the development of conditional 
mean spectrum in Baker (2010), as well as, conditional distribution of other key IMs by Bradley 
(2010). Although, there has been a lot of interest in defining more efficient and sufficient IMs 
among earthquake engineering researchers (e.g., Luco and Cornell 2007, Kwong et al. 2015, 
Konstantinos et al. 2015), the elastic spectral ordinates are still the most practically used IM due to 
the some essential unresolved problems in dealing with modern IMs such as the intrinsic need to 
the generation of appropriate GMPE, for example, prediction equations for energy-based IMs have 
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been proposed recently (Cheng et al. 2014) or optimum selection of the best GMPE that describes 
attenuation pattern of the recorded ground motions (Mahmoudi et al. 2016). In conclusion, it is 
mandatory to ensure a fairly uniform improved reliability in the spectral values at whole period 
range e.g., from 0.1-10s for accurate performance assessment of structures using single or vector-
valued IMs defined based on the elastic spectral ordinates. In this paper, a new global GMPE is 
developed for PGA, PGV and 5%-Damped PSA by using selected SGMRs from SIMBAD 
database which is prepared by Smerzini and Paolucci (2010). The main objective of current study 
is based on the idea that; if a reliable GMPE can be developed for same set of SGMRs that are 
used in further researches related to the SGMR selection and modification, introduction of new 
IMs, and collapse assessment of engineering structures; the interpretation of results are less 
affected by the epistemic uncertainty initiated from GMPE selection or low accuracy of spectral 
ordinates. It’s worth noting that the main obstacle in this path is the relatively small number of 
SGMRs compared with available global equations which may yield numerical problems in the 
convergence of regression procedure. 

The construction of SIMBAD has been a precious effort to provide earthquake engineering 
experts with a database of strong ground motions showing reliable spectral ordinates in a broad 
range of periods. The original objective of the creation of SIMBAD is to assemble high quality 
records from different worldwide SGM databases as a basic requirement for displacement based 
design and assessment of structures in Italy (Smerzini and Paolucci 2010). Third release of 
database consists of three-component accelerograms refined by checking good signal to noise 
ratios at long periods. All data were processed by a correction scheme to minimize the possible 
changes in single and double integration of corrected time series and avoid velocity and 
displacement time histories with non-zero initial conditions or unphysical baseline trends. Readers 
are referred to Smerzini and Paolucci (2010) for detailed information about SIMBAD. Although 
the database has been designed for two structure-specific SGMR selection method based on 
spectral compatibility (Iervolino et al. 2010, Smerzini et al. 2014), it has provided researchers with 
a reliable set of SGMRs, especially, when displacement demand is a key parameter in their study 
(Graziotti et al. 2016). In this study, after the development of an acceptable fitted GMPE to data 
and verification by several goodness-of-fit measures, the Epsilon value as the spectral shape 
indicator is computed and the validity of available prediction equations for correlation of the pairs 
of Epsilon values are examined. 
 
 
2. Database and methodology 
 

In this study, selected SGMRs from SIMBAD are chosen according to the details presented in 
Table 1. The dataset comprises of available high quality refined SGMRs from Italy, Greece, 
Turkey, Iceland, USA, and Newzealand, while, the events with just one recorded station are 
excluded from the database to allow us compute intra-event errors. In order to determine the 
regression parameters, the records corresponding to the events presented in Table 1 are employed 
for the analysis. The dataset, which includes 204 pair of horizontal components, is used for 
computing Pseudo-spectral Acceleration (PSA), Peak Ground Acceleration (PGA) and Peak 
Ground velocity (PGV) from the recordings of the 35 earthquakes, whose range of moment 
magnitude (MW) is 5-7.1. There are 33, 82 and 89 records on A, B, and C site classes, respectively, 
while 7 records on soil type of D are eliminated to reduce the dispersion in regression results. It 
should be noted that site classification is based on Eurocode 8 (CEN 2004) by using VS30 
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measurements (48%) or definition of the site class based on quantitative criteria (52%). Also, 48, 
46, 54, and 56 records correspond to the reverse, normal, strike-slip and unknown fault 
mechanisms, respectively. The distributions of magnitude-distance of the selected events are 
plotted in Fig. 1. As it can be seen in the figure, the database is rich at available magnitudes and 
distances, where no obvious gap exists in data. Among different distance definitions, we have used 
the epicentral distance, as the distance parameter for all the earthquakes studied in this research. 
 
 
Table 1 Earthquakes analyzed in the present study 

No. Event_Name Event_Date Event_Time Area Mw N* Fault type

1 Friuli 2nd shock 1976_September_11 16:35 Italy 5.6 3 reverse 

2 Friuli 3rd shock 1976_September_15 03:15 Italy 5.9 2 reverse 

3 Friuli 4th shock 1976_September_15 09:21 Italy 5.9 3 reverse 

4 Imperial Valley 1979_October_15 23:16 USA 6.5 6 strike-slip

5 Irpinia 1980_November_23 18:34 Italy 6.9 3 normal 

6 Loma Prieta 1989_October_18 00:04 USA 6.9 7 oblique 

7 Northridge 1994_January_17 12:30 USA 6.7 7 reverse 

8 Kozani_aftershock 1995_May_15 04:13 Greece 5.2 2 odd 

9 App.Umbro-Marchigiano 1998_March_21 16:45 Italy 5 2 normal 

10 Duzce 1999_November_12 16:57 Turkey 7.1 3 strike-slip

11 Duzce 1999_November_12 16:57 Turkey 7.1 4 strike-slip

12 Athens_mainshock 1999_September_07 11:56 Greece 6 3 odd 

13 South Iceland 2000_June_17 15:40 Iceland 6.5 4 strike-slip

14 South Iceland 2000_June_21 00:51 Iceland 6.4 9 strike-slip

15 Parkfield 2004_September_28 17:15 USA 6 4 strike-slip

16 Parkfield 2004_September_28 17:15 USA 6 8 strike-slip

17 Anza 2005 June 12 15:41 USA 5.2 5 strike-slip

18 Olfus 2008_May_29 15:45 Iceland 6.3 3 strike-slip

19 L'Aquila mainshock 2009_April_06 01:32 Italy 6.3 5 normal 

20 L'Aquila aftershock 2009_April_06 02:37 Italy 5.1 2 normal 

21 Gran Sasso 2009_April_06 23:15 Italy 5.1 2 normal 

22 L'Aquila aftershock 2009_April_07 09:26 Italy 5 4 normal 

23 L'Aquila aftershock 2009_April_07 17:47 Italy 5.6 8 normal 

24 L'Aquila aftershock 2009_April_09 00:52 Italy 5.4 8 normal 

25 L'Aquila aftershock 2009_April_09 19:38 Italy 5.3 7 normal 

26 L'Aquila aftershock 2009_April_13 21:14 Italy 5.1 5 normal 

27 Darfield 2010_September_03 16:35 NewZealand 7.1 8 strike-slip

28 Christchurch 2011_February_21 23:51 NewZealand 6.2 9 reverse 

29 Christchurch 2011_February_22 00:04 NewZealand 5.5 8 odd 

30 Christchurch 2011_February_22 01:50 NewZealand 5.6 7 odd 

31 Christchurch 2011_June_05 21:09 NewZealand 5.1 12 odd 
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Table 1 Continued 

No. Event_Name Event_Date Event_Time Area Mw N* Fault type

33 Christchurch 2011_June_13 02:20 NewZealand 6 10 reverse 

34 Christchurch 2011_June_21 10:34 NewZealand 5.2 10 odd 

35 EMILIA_Pianura_Padana 2012_May_29 07:00 Italy 6 14 reverse 

 

(a) (b) 

Fig. 1 M Distribution of moment magnitude, distance versus site classification (a) and fault type (b).
S=strike-slip; N=normal; R=reverse; O=oblique and odd represent unknown fault type 
 
 

To select the best functional form for GMPEs, several proposed and successfully applied 
general equation forms in the literature have been examined as shown in Table 2 in association 
with references in which they are applied (Akkar and Bommer 2007, 2010, Ghodrati Amiri et al. 
2009, Ghasemi et al. 2009), where IM denotes the selected intensity measure (PGA, PGV, etc.), 
b1-b12 are coefficients that must be determined using regression analysis (these coefficient are 
period dependent in case of spectral IMs). MW and R represent moment magnitude and epicentral 
distance, respectively. From the given equations in Table 1, the first one which is generalized form 
of the equation by Akkar and Bommer (2007, 2010), is selected because it produces the least 
regression errors among all of the five equations. To account for different site classes, variables SA 
and SS are used as follows; SA and SS are equal to 1 for stiff (360<Vs30<800) and soft soil 
(180<Vs30<360) sites, respectively, and zero otherwise. Effect of the faulting style is modeled using 
variables FN, FR, FS, and FOdd which are representing the normal, reverse, strike-slip and unknown 
mechanisms, respectively. In each case of faulting, the corresponding variable takes the value of 1 
while the others are equal to zero. 
 
 
3. Regression analysis and results 
 

Regression of the dataset is carried out in accordance with the maximum likelihood method. 
Following this approach, two most important issues should be considered: the problem of 
weighting observations from different events, and to prevent the events with a large number of 
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recordings from producing the biased model parameters. The fixed-effects model is the traditional 
approach for deriving attenuation relationships as the empirical equations fitted to the earthquake 
data. Trying to reduce the bias associated with the random distribution of records; Brillinger and 
Preisler (1984, 1985) have proposed a random-effects model to distinguish the uncertainties 
caused by inter-event (earthquake-to-earthquake) and intra-event (record-to-record) variations. 
Therefore, the error terms in model are divided into intra-event and inter-event types. The more 
stable algorithm of Abrahamson and Youngs (1992) for maximizing the likelihood function in the 
random effect model is used here, while there are many successful applications of it in the 
literature (Soghrat et al. 2012, Zafarani and Soghrat 2012). 

The regression model is given as 

ijiijij εημy  loglog                            (1) 

In which yij represents the geometric mean of intensity measures (PSA, PGA and PGV) as 
obtained from data, and ij shows the predicted measures for data point j of event i. It is assumed 
that the intra-event (ij) and inter-event (ij) error terms are independent zero-mean normally-
distributed, random variables with variance of e and r, respectively. For a given set of regression 
parameters, the residuals are determined as the following form 

ij

ij
ij

y
res

)(
log)(


   (2)

The residuals are defined as the differences between the logarithms of the observed and predicted 
IMs including spectral values for 21 periods distributed based on the format of NGA-GMPEs 
between 0.01 and 10s, in addition to the PGA and PGV. The total standard deviation (T) is given 
by Eq. (3) knowing that inter-event (e) and intra-event (r) components both participate in 
generation of T 

22
reT σσσ                                  (3) 

In each iteration of the random effects procedure the best estimate of the model parameters  
 
 

Table 2 Different equation forms examined in present study 

No. Equation form References 

1 
OddSNRAS

WWW

FbFbFbFbSbSb

bRLogMbbMbMbbIMLog

121110987

2
6

2
1054

2
32110 )()(




Present study 

2 
AS

WWW

SbSb

bRLogMbbMbMbbIMLog

87

2
6

2
1054

2
32110 )()(



  Akkar and Bommer (2007, 
2010) 

3 2
6

2
1054

2
32110 )()( bRLogMbbMbMbbIMLog WWW   Simplified form of Akkar 

and Bommer (2007, 2010)

4 )()( 1032110 RLogbMbbIMLog W   Ghodrati et al. (2009) 

5 AS
Mb

W SbSbbRLogbMbbIMLog w
7641032110 )10()( 5   Ghasemi et al. (2009) 
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must be estimated, which may be found by minimizing the following form 

0.5

1 1

2)]([ 







  

 

e TrN

i

.NN

j
ij θresΓ                          (4) 

Where, Ne, Nr, and NT are the number of earthquake events, observations and discrete oscillator 
periods in case of spectral IMs, respectively. Random effects are assumed for all 12 coefficients, 
i.e., no one is treated as purely fixed effect. Following the latter assumption; no computational 
difficulty occurred to be alleviated by using a necessarily fixed parameter. Coefficient “b6” is 
referred to as a “fictitious” depth measure and its values can be computed as a part of the 
regression (Abrahamson and Youngs 1992). 

Table 3 presents results of the nonlinear regression analysis for the estimation of coefficients as 
well as variance components in case of PGA (cm/s2), PGV (cm/s2) and PSA (cm/s2) at periods 
ranging from 0.01 to 10 s. Aleatory variability in the predicted IMs is in acceptable range based on 
the estimated total variance plotted in Fig. 2. To assess the possible influence of the limited size of  

 
 

Table 3 Coefficients and Statistical Parameters computed from the Regression Analysis 

T b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12 σe σr 

PGA 1.7707 1.0701 -0.1278 -5.5555 0.6524 12.0470 0.0539 0.2551 0.6996 0.3348 0.6715 0.7474 0.0949 0.2258

0.01 1.7131 1.0706 -0.1242 -5.3198 0.6181 11.7474 0.0487 0.2518 0.5878 0.2203 0.5646 0.6318 0.0949 0.2261

0.02 1.8358 0.9986 -0.1152 -5.0711 0.5843 11.4961 0.0292 0.2365 0.5289 0.1620 0.5120 0.5665 0.1025 0.2269

0.03 1.7844 0.8746 -0.0988 -4.6492 0.5228 10.6970 -0.0017 0.2230 0.6838 0.3199 0.6742 0.7097 0.1095 0.2258

0.05 2.8015 0.6737 -0.0813 -4.6468 0.5176 10.1422 -0.0567 0.2028 0.3617 0.0620 0.3480 0.4104 0.1086 0.2400

0.075 1.7831 0.8275 -0.0839 -3.9285 0.4178 8.9278 -0.0674 0.2114 0.4786 0.1724 0.4735 0.5388 0.0849 0.2421

0.1 1.2510 1.2486 -0.1322 -4.8682 0.5466 11.2394 -0.0396 0.2259 0.5547 0.2415 0.5500 0.6337 0.0872 0.2480

0.15 1.9162 1.1850 -0.1361 -5.6622 0.6639 12.1882 0.0759 0.3197 0.5281 0.1760 0.4468 0.6132 0.0583 0.2526

0.2 0.9145 1.2989 -0.1384 -5.2137 0.6326 10.7281 0.1545 0.3552 0.5020 0.1524 0.4261 0.5695 0.0714 0.2602

0.25 0.5213 1.7065 -0.1853 -6.3344 0.7765 12.7338 0.2550 0.3722 0.4216 0.1553 0.3843 0.5202 0.0608 0.2665

0.3 -1.5079 2.1786 -0.2146 -5.7659 0.7149 11.0863 0.3085 0.3831 0.3343 0.0827 0.2813 0.4650 0.0500 0.2830

0.4 -3.1156 2.9031 -0.2873 -6.9298 0.8662 12.7369 0.3781 0.3879 0.4757 0.2889 0.4444 0.6404 0.0510 0.2902

0.5 -5.5080 3.3644 -0.3051 -5.8906 0.7008 11.1910 0.3987 0.3622 0.5816 0.3789 0.5443 0.7085 0.0800 0.2905

0.75 -5.5081 3.7507 -0.3526 -7.3592 0.8572 14.1774 0.4625 0.2988 0.5825 0.4442 0.5593 0.6272 0.1375 0.2665

1 -3.4251 3.9019 -0.4055 -9.9789 1.2189 19.2173 0.4569 0.2566 0.1176 0.0796 0.1263 0.1874 0.1334 0.2587

1.5 -8.0849 4.4767 -0.4075 -7.7825 0.9249 17.1303 0.4706 0.2414 0.4951 0.4493 0.4822 0.5705 0.1127 0.2678

2 -9.6646 5.2597 -0.4909 -8.6758 1.0870 17.2528 0.4575 0.1870 0.1262 0.1124 0.1456 0.1725 0.1131 0.2696

3 
-

13.8412 
5.6988 -0.4897 -6.4287 0.8225 13.1752 0.4559 0.1615 0.3550 0.2663 0.4051 0.3539 0.1315 0.2713

4 -9.3377 4.8408 -0.4637 -9.0529 1.2206 16.4952 0.4647 0.1581 0.2229 0.1174 0.3006 0.2428 0.1449 0.2653

5 -8.5965 4.3632 -0.4202 -8.7957 1.1973 16.8415 0.4826 0.1775 0.3888 0.2917 0.5035 0.4408 0.1584 0.2746

7.5 -6.3534 3.0929 -0.2935 -7.6771 1.0603 14.7771 0.4904 0.2049 0.3074 0.1692 0.4737 0.3507 0.1418 0.2753

10 -7.6854 3.2406 -0.2970 -7.3109 0.9912 13.1948 0.4626 0.2049 0.6055 0.4742 0.7594 0.6489 0.1292 0.2666

PGV -4.2389 2.8050 -0.2725 -6.7786 0.8335 13.0030 0.2808 0.2432 0.4661 0.2478 0.4947 0.5297 0.1145 0.2362
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dataset in present study, Fig. 2 depicts the difference among different components of standard 
deviation in our model compared with the proposed GMPE by (Bindi et al. 2014a, b), which is 
abbreviated as Bea14 hereafter. It is clear from this figure that the proposed model produces 
acceptable standard deviation compared to a similar recently published equation which is 
developed for RESORCE dataset (including 1224 records). It should be noted that the mean value 
of standard deviations for spectral values over the whole periods in our model is 0.288, which 
shows a reduction about 25% when it compares with 0.357 from (Bindi et al. 2014a, b). 

As it is can be seen in Fig. 2, the mentioned reduction is mainly originated from the difference 
between inter-event errors in two models. When one may expect the more statistical dispersion in 
SIMBAD database due to the variety of sources from which the ground motions are selected; the 
observed lower dispersion, implicitly, confirms effective homogeneity in our data collected from 
different sources all around the world. The predicted acceleration spectra for several magnitudes 
and source distances at different site classes are shown in Fig. 3. One can simply observe the 
variation of spectral shape with site classes in the figure that shows the increase in spectral 
amplitudes at longer periods for the softer site conditions. In other words, no specific trend can be 
concluded describing the uniform effect of the soil types on the amplification of spectral values at 
all period ranges. This is in agreement with the results of comprehensive investigations done for 
NGA-West2 database (Campbell and Bozorgnia 2008) which confirms different possible patterns 
for soil amplification due to the nonlinear site effects. 

Fig. 4 presents acceleration spectra derived from our model for several magnitudes and source 
distances using different faulting styles. It can be concluded that the spectral values at lower 
periods are more sensitive to the style of faulting. While the normal faulting shows the most 
deviation, this sensitivity decreases gradually by approaching longer periods. Fig. 5 illustrates the 
comparison between observed data and median predictions of the proposed model for different 
magnitudes and site classes. The moment magnitude of 5.2 rather than 5 is considered in this 
figure, to increase the number of observed points in the determined tolerance of MW and for fixed 
faulting style. 

 
 

 
Fig. 2 Comparison of the standard deviation components between the proposed model and Bea14 
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Fig. 3 Predicted PSA for Mw=5, 6, 7 and epicentral distance of 10 and 30 km for site classes (SC 1, SC 2,
SC3). The fault mechanism is assumed to be strike-slip (most recorded type; 55 records) 
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Fig. 4 Predicted PSA for Mw=5, 6, 7 and epicentral distance of 10 and 30 km for four fault mechanisms (S,
R, N and Odd). The site class is assumed to be or SC3 (most recorded type; 89 records) 
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Fig. 5 Comparison of proposed equations for different site classes with the observed data (considering a 
tolerance of ±0.3 in Mw) 
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Fig. 5 (Continued) 

 

 
4. Residual analysis 
 

The accuracy of the proposed GMPE is validated by means of residual analysis in this section. 
The inter-event and intra-event residuals are shown in Figs. 6-7. These figures enable us to show a 
qualitative appreciation for the distribution of the residuals. It can be seen that the error terms do 
not show any systematic trend with respect to the magnitude and distance parameters, and the 
slope of the fitted trend-line is approximately zero. The fact that the residuals show zero-mean 
distribution un-correlated to the independent regression parameters confirms the ability of 
proposed model in un-biased prediction of IMs (Campbell and Bozorgnia 2003). To evaluate the 
quality of fitted model to the selected data, histograms of the residuals are plotted in Fig. 8 for 
PGV, PGA and PSA at periods of 0.5, 1 and 3s. The normal Probability Distribution Function 
(PDF) which is expected for each set, on the basis of the obtained standard deviations of each 
model, is illustrated by thick solid lines. Moreover, the PDF fitted to each set of residuals is 
represented by dashed line. To validate the results, the model of Bea14, is compared with the 
proposed model. As it is obvious from Fig. 8, the expected and estimated PDFs match well for the 
proposed model, while the model of Bea14 can represent our data approximately. To quantitatively 
evaluate the effectiveness of the model in predicting IMs, different statistical goodness-of-fit 
measures are utilized. The first method is the Nash–Sutcliffe efficiency coefficient (Nash and 
Sutcliffe 1970), which is given as follows 
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Where N is the total number of predictions, observations (PGA, PGV, etc.) are denoted by Yi, 
the median values of predictions are denoted by Y̅i and the mean of the logarithms of the 
observations is denoted by (ܻ݊ܮଓതതതതതത). The higher values of EC (close to 1) reveal better agreement 
between observations and predictions, e.g., a perfect match between predicted and observed values 
(all residuals equal to zero) results in EC=1. The results are presented in Table 4 for PGA, PGV, 
and spectral acceleration at representative periods of 0.5, 1, and 3s (to be comparable with the 
model of Bea14). Although, the mentioned evaluations confirm the prediction ability of proposed 
model, LH method (Scherbaum et al. 2009) is used to involve standard deviation relationships in 
the accuracy assessment procedure. The LH value for a GMPE, by assumption of zero mean and 
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unit variance, is given as 
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In which Erf is the error function and Z0 is the normalized model residual. Since the ground-
motion models are commonly expressed as the natural logarithmic quantities, the residual is 
defined as the subtraction of the natural logarithmic-model predictions from the natural logarithms 
of the observed values, divided by the corresponding standard deviations of the natural logarithmic 
model. This parameter is known also as a spectral shape indicator Epsilon () that is studied more 
in the coming sections. 

Ideally, the defined residual is normally distributed with zero mean and unit variance. If these 
assumptions are true for a subset of predictions, the LH values are uniformly distributed between 0 
and 1. If the mentioned distribution matches a perfect standard normal distribution with the zero 
mean and the unit variance, then the corresponding LH has a median value close to 0.5. The mean, 
median and standard deviation of the normalized residuals, as well as median LH are reported in 
Table 4, and Fig. 9 shows the LH distributions for two models in representative periods. Results of 
all goodness-of-fit measures summarized in Table 4 prove the superiority of proposed model in 
predicting IMs, while the model of Bea14 is, also, an acceptable GMPE for selected dataset in this 
paper. 

 
 

 
Fig. 6 Intra-event residuals as a function of distance and magnitude 
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Fig. 6 Continued 

 

Fig. 7 Inter-event residuals as a function magnitude 
 
Table 4 The results of goodness-of-fit measures on the used database 

T 
EC MEDLH MEANNR MEDNR STDNR 

Bea14 New model Bea14 New model Bea14 New model Bea14 New model Bea14 New model

PGV 0.593 0.731 0.574 0.521 -0.085 -0.012 -0.114 -0.022 0.827 0.988 

0 0.548 0.721 0.578 0.490 0.361 -0.016 0.322 -0.024 0.870 0.997 

0.5 0.530 0.681 0.476 0.494 0.419 -0.013 0.412 0.077 0.944 0.999 

1 0.685 0.751 0.636 0.506 0.205 -0.028 0.203 -0.074 0.859 0.992 

3 0.728 0.787 0.545 0.530 0.081 0.013 0.197 0.067 0.882 0.994 

 No. of records No. of event 

New model 204 35 

Bea14 1224 255 
Note: The selected measures of goodness-of-fit are: Efficiency Coefficient (EC), Median LH values 
(MEDLH) and (MEANNR), (MEDNR) and (STDNR) denote Mean, Median and Standard Deviation
of the Normalized Residuals, respectively. 
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Unfortunately, Bea14 is not developed for periods longer than 3s which this paper has focused 
on to improve the reliability of spectral ordinates. Although, the applicability assessment of 
candidate GMPEs for any new datasets needs a separate comprehensive framework (Kaklamanos 
and Baise 2011) that is not in the scope of present study, the Bea14 has been selected as an 
acceptable GMPE for selected data based on the results of our preliminary evaluations. Several 
other global GMPE failed to represent the data in term of the normality of residuals, probably, due 
to the presence of strong regional dependencies or the inconsistency caused by large number of 
data recorded at far distances (R>50 km). It is worth noting that the data used in present study 
includes 83% less records than Bea14 from more variable sources. 

 
 

 
Fig. 8 Residual histograms for the proposed model (right) and the model of Bea14 (left) at PGV (a), PGA (b) 
and PSA at periods of 0.5 sec (c), 1 sec (d) and 3 sec (e). The values in parentheses in each graph are,
respectively, the mean and standard deviation of the fitted normal distribution 
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4. Comparison of proposed model with others 
 

A comparison for median predicted values (PGV, PGA and PSA) based on the proposed 
ground-motion model with those computed by other available GMPEs in the literature is done to 
show the validity of the model. 

 
 

Table 5 Characteristics of GMPEs compared with proposed model 

Study Abbreviation Region (NR, NE)* M** MMin, 
MMax 

R*** Rmin, 
Rmax

Ambraseys and 
Douglas (2003) 

AD03 Worldwide (186, 42) Ms 5.8, 7.8 Rjb 0, 15

Rupakhety et al. 
(2011) 

Rea11 Worldwide (93, 29) Mw 5.5, 7.6 
Rjb, 
Repi 

0, 30

Bindi et al. (2014) Bea14 
Europe and the 

Middle East 
(1224, 365) Mw 4, 7.6 

Rjb, 
Rhypo 

0, 300

Campbell and 
Bozorgnia (2014) 

CB14 Worldwide (15521, 322) Mw 3.3, 8.5 Rrup 0, 300

Boore et al. (2014) BOea14 Worldwide (~16000, ~300) Mw 3, 7.9 Rjb 0, 400
* NR and NE refer to number of records and number of events, respectively. 
**Ms and Mw denote surface magnitude and moment magnitude, respectively. 
*** Rjb, Repi, Rhypo and Rrup indicate closest distance to horizontal projection of rupture surface, epicentral
distance, hypocentral distance and closest distance to rupture surface. 

 

 
Fig. 9 Comparison of LH distributions for two models 
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Table 5 shows characteristics of GMPEs that are used for the comparison. These global GMPEs 
are selected to cover a variety of applicability limits for magnitude, distance as well as size of used 
dataset for development of them; (Bindi et al. 2014a, b), Campbell and Bozorgnia (2014), and 
Boore et al. (2014) represent general worldwide equations developed by using large data whose 
epicentral distances are extended up to 365 km. In addition, Since the SIMBAD comprises of 
SGMRs recorded at distances up to 40 km, the model of Ambraseys and Douglas (2003) for near-
field ground motions is used, too. Furthermore, a mathematical relationship that is proposed by 
Rupakhety et al. (2011) to quantify the characteristics of near-field pulse-like SGMRs is added; 
however, there has not been any specific evaluation on the current database focusing on directivity 
velocity pulses. 

Fig. 10 illustrates comparison among selected GMPEs for epicentral distances ranging from 1 
km to 50 km and for a constant moment magnitude (Mw=6) at soil class C and faulting mechanism 
of strike-slip. The overall shape of model presented in this study is similar to the other GMPEs, 
with spectral ordinates higher than others with the exception of CB14 (at short distances). The 
predictions of Rea11 relationship severely deviates from others in distances more than 15 km and 
longer periods. Although there is a fairly good agreement in PGV predictions, none of the models 
can be used as an alternative for Rea11 in case of pulse-like ground motions. Sensitivity of spectral 
ordinates to the selected GMPE is increased for longer periods. There is a good agreement 
between our model and BOea14 at T=10s; as well as PGV and PGA that is not observed for T=3, 
4, 5, and 7.5s (just T=3s is plotted in Fig. 10 for brevity). 

 
 

5. Blind test on a set of SGMRs refined for NLTHA 
 

As it was explained in the introduction, increasing interest in PBEE has led to the special 
attention paid to the selection and modification of SGMRs as the input of NLTHA. To avoid 
expensive computational cost caused by large number of randomly selected SGMRs, different 
predefined sets of records have been developed in seismic guidelines, provisions, and benchmark 
research reports. These datasets that are refined based on the structure specific criteria may differ 
from large ordinary datasets by which the GMPEs are developed. In this section a blind test is 
conducted to evaluate the performance of our model and Bea14 using set of 39 SGMRs proposed 
in Haselton (2006), which has been widely used in NLTHA or performance assessment of 
structures.  

It should be noted that only data from distance and magnitude range consistent with present 
study are used. The goodness-of-fit measures introduced in section 3 are utilized again to quantify 

 
 

Table 6 results of goodness-of-fit measures for blind test 

T 
MEDLH MEANNR MEDNR STDNR 

Bea14 Our model Bea14 Our model Bea14 Our model Bea14 Our model 

PGV 0.452 0.675 -0.750 0.053 -0.753 0.018 0.419 0.565 

0 0.588 0.623 0.544 0.345 0.543 0.437 0.441 0.628 

0.5 0.499 0.662 0.731 0.391 0.677 0.333 0.502 0.486 

1 0.705 0.656 0.405 0.143 0.352 -0.068 0.602 0.771 

3 0.744 0.606 -0.104 -0.215 -0.230 -0.063 0.690 0.790 
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before (Mousavi et al. 2011). Also, it is shown that this correlation can be attained by using an 
independent-of-period form (Sa). Fig. 14 presents observed ρ(PGV), (Sa(T1)) for 21 periods from 0.01 
to 10s that generally confirms presence of correlation, while a very strong correlation (ρ(PGV), 

(Sa(T1))=0.93) is obtained by using period independent form of Sa. The proposed empirical equation 
by (Mousavi et al. 2011) (with ρ(PGV), (Sa)=0.73) is plotted in the Fig. 15 indicating its weak 
predictability for database selected in this paper. To facilitate the generation of conditional 
spectrum, comprehensive studies have investigated correlation coefficients between spectral 
ordinates using NGA database and GMPEs (Baker and Jayaram 2008). A predictive equation has 
been fitted to these data that has been evaluated for some other sets of SGMRs (Jayaram et al. 
2011). The correlation coefficient between two sets of observed values can be estimated using the 
maximum likelihood estimator (Kutner et al. 2004), also known as, the Pearson product-moment 
correlation coefficient defined by 
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(8) 

Using the new proposed GMPE for ground motions of this study, values of ρ(Sa(T1)), (Sa(T2)) are 
calculated for different pairs of periods ranging from 0.01 to 10s. Fig. 16 shows the contours of 
results while the numerical values from this figure are provided in Table A.1 of the appendix. The 
applicability of empirical prediction equation by Baker and Jayaram (2008) is evaluated by 
comparing the observed values with their predicted counterparts. Differences computed by Eq. (9) 
are presented in the contours of Fig. 17 

ݎ݋ݎݎܧ ൌ
|ை௕௦௘௥௩௘ௗି௉௥௘ௗ௜௖௧௘ௗ|

|௢௕௦௘௥௩௘ௗ|
ൈ 100                       (9) 

The perfect performance of the empirical predictions is confirmed for periods up to 1s. The 
computed error term increases rapidly at longer periods (>3s) that meets about 90% error in the 
estimated values for Tmax>5s (Tmax=Max of T1 and T2). This observation is in agreement with the 
assumption of current study that questions the applicability of predicted spectral ordinates by 

 
 

 
Fig. 14 Variation in ρ(PGV, Sa(T1)) calculated by proposed GMPE 
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Fig. 18 Contours of correlation coefficients between '(Sa) versus T1 and T2 
 

Fig. 19 Contours of computed error from Eq. (9) for ' versus T1 and T2 
 
 
coefficients for pairs of intra-event normalized residuals and errors to the empirical predictions are 
plotted in Fig. 18 and Fig. 19, respectively, while the numerical values of coefficients are provided 
in Table A.2.The overall trend of the results is almost the same as what were computed for  
values, although, slightly weaker correlation is observed at longer periods. 
 
 
8. Conclusions 

 
A new attenuation model has been developed for PGV, PGA and 5%-damped PSA, using 

selected high quality data which is refined for dynamic time-history analysis. The advantage of 
new GMPE is assessed by several goodness-of-fit measures as well as comparison with some 
global equations selected from literature indicating the general consistency between predictions by 
new model and others, especially, in short periods. As it should be expected based on the improved 
reliability of database at longer periods, there are meaningful differences between residuals 
computed by new model and other empirical equations. A simple example in the case of the 
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collapse simulation of 12-story steel moment frame shows more than 20% improvement in the 
observed correlation between collapse capacity and the spectral shape indicators calculated by our 
model compared to another applicable GMPE fitted to the larger database of SGMRs that is not 
necessarily refined for time history analysis. The correlation coefficients between pairs of IMs, as a 
requirement for development of conditional intensity models, are computed and compared with 
available empirical predictions. The applicability of empirical correlation predictions at long 
periods for used database is deeply questioned by estimated errors that exceed 90% in some cases. 
New correlation coefficients and more reliable indicators of spectral shape can be utilized by who 
desire to study the efficiency and sufficiency of modern vector-valued IMs, conditional distribution 
of multiple IMs and the concept of structure specific SGMR selection and modification. The fact 
that a successful prediction equation is fitted to the traditional IMs despite the relatively small 
number of used ground motion records, implicitly, gives insight into the possible future studies to 
develop reliable GMPEs using this database for more complicated IMs dealing with nonlinear 
response of structures.  
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