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Abstract. This paper discusses new capabilities developed for the Virtual Penetration Laboratory (VPL)
software package to address the challenges of determining Penetration Resistance (PR) equations for concrete
materials. Specifically, the paper introduces a three-invariant concrete constitutive model recently developed by
the authors. The Advanced Fundamental Concrete (AFC) model was developed to provide a fast-running
predictive model to simulate the behavior of concrete and other high-strength geologic materials. The
Continuous Evolutionary Algorithms (CEA) automatic fitting algorithms used to fit the new model are
discussed, and then examples are presented to demonstrate the effectiveness of the new AFC model.
Finally, the AFC model in conjunction with the VPL software package is used to develop a PR equation
for a concrete material.
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1. Introduction

The Geotechnical and Structures Laboratory of the U.S. Army Engineer Research and Development

Center (ERDC) has conducted a significant amount of projectile penetration research. These efforts have

included numerous projectile penetration experiments using the ERDC 83-mm ballistic research facility

(Frew et al. 1993), extensive material property experiments that characterize target mechanical behavior

and provide data for fitting constitutive models (Akers et al. 1995), and numerous fully-first-principle

calculations of various penetration events (Adley et al. 1996). Our research is focused around gathering

data and gaining insight into the processes of penetration mechanics. One of the primary goals of our

research is to develop more accurate and robust material models that can be more easily used by an

analyst. As the complexity of constitutive models increases, it also becomes increasingly difficult to fit

the laboratory material property data to these models. Therefore, a second focus of our efforts is to

develop methodologies to reduce the time and effort required to fit the material models. 

As mentioned previously, projectile penetration events can be simulated by using fully “first-

principle” methods such as “hydrocodes”. This is accomplished by discretizing both the projectile

and the target into a finite number of pieces and allowing the first-principle physics, i.e., conservation of

mass, momentum, and energy, to dictate the penetration event. Over the past few decades, many

hydrocode techniques have been developed. Typically, these codes differ in how they discretize the
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computational domain by using either an Eulerian, Lagrangian, or “mixed” formulation. The mixed

formulation might be an Arbitrary Lagrange Euler (ALE) formulation or a coupled formulation that links a

Lagrangian code with an Eulerian code. However, these computational methods are all extremely resource

intensive. Therefore, a third focus of our research efforts is the development of numerical methods for

simulating projectile penetration that replace the finite element model of the target with penetration

resistance equations that represent the resistance of a target material to penetration. 

In this paper, we discuss the development of a three-invariant constitutive model for simulating

concrete penetration by projectiles. We focused our efforts on the EPIC Lagrangian hydrocode

(Johnson et al. 2001), because the source code is readily available to us, and we have used this code

for a number of years. It was our intention to develop a relatively simple yet robust model that

includes a three-invariant failure surface because such a model is not currently available in the

production version of EPIC. For example, two-invariant models such as the HJC (Holmquist et al.

1993) and Hull (Johnson et al. 2001) concrete models have their failure surface completely

described by only the first two invariants of the stress tensor. It has been shown that the failure

surface for many geomaterials (including concrete) may be dependent on all three stress invariants

(Fossum and Brannon 2006). For example, the strength observed during compression at a given

level of pressure is typically greater than the extension strength at the same pressure. This is

illustrated in Fig. 1, which shows a hypothetical failure surface for concrete in the principal stress

space, i.e., meridonial and octahedral planes (Fossum and Brannon 2006). 

In this paper, we also discuss the automatic fitting (i.e., through a numerical algorithm) of our

constitutive model to various laboratory material property data. Since the VPL code contains several

complex material models such as the microplane model (Bažant et al. 1996, 2000) it has become

increasingly difficult to fit laboratory material property data to the VPL models. However, since the

use of these sophisticated models has become more widespread (e.g., Ožbolt et al. 2005, 2008) it

has become increasingly important to be able to readily fit these types of complex models.

Therefore, we developed a material model fitting program to accomplish that goal. We will demonstrate

the use of this automatic fitting program.

Finally, we will present validation examples that use the AFC model and the material fits generated to

simulate projectile penetration experiments. We will also use the validated model and the associated

fits in the VPL software package to generate a PR equation that will be used to simulate the

aforementioned penetration experiments.

Fig. 1 A hypothetical failure surface for concrete shown in principal stress space, as follows: A) the meridional view
and B) the octahedral view. Adapted from Fossum et al. (2006)
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2. Constitutive model development

2.1. Model description 

Our constitutive model is a three-invariant plasticity model. The model simulates irreversible

hydrostatic crushing, material yielding, plastic flow, and damage. The model has a non-linear

pressure-volume relationship and a linear shear relationship (i.e., constant G). The model also

includes strain-rate effects for the failure surface (i.e., increasing shear strength with increasing

strain rates). As with most of the simple constitutive models for concrete, our model separates the

hydrostatic response from the deviatoric response. Thus, the hydrostatic and deviatoric responses are

independently calculated without providing any coupling between the two (i.e., no volumetric strain

due to pure deviatoric loading can develop). 

First, we will describe the hydrostatic behavior of our model, which includes a non-linear bulk

modulus and irreversible volumetric crushing that contributes to material damage. More specifically,

the compressive hydrostatic behavior can be separated into three distinct regions described by an

initial elastic zone, followed by an irreversible crushing response, and finally an elastic locking

region. Furthermore, the model treats initial loading, unloading, and reloading differently.

The initial elastic zone for the model only occurs for volume strains below the crushing volume

strain value (Ucrush). Initial loading, unloading, and reloading in the elastic zone all follow linear

elastic behavior defined by the elastic bulk modulus (Ke=Pcrush/Ucrush), where Pcrush is the maximum

attainable pressure for the initial elastic zone.

The irreversible crushing response occurs for all materials in which the volume strain exceeds the

crushing volume strain value (Ucrush) but has not exceeded the locking volume strain value (Ulock).

The crushing region is defined by letting the origin of the crushing response coincide with the point

in pressure-volume space (Pcrush, µcrush). Hence, that same point also coincides with the ending of

the initial elastic zone. The crushing region is characterized by permanent volume compaction and

follows the following third-order polynomial equation.

 (1)

where K1, K2, K3 are input parameters, P is the mean normal stress (pressure), and µ is a measure of

volumetric strain. It should be noted that this equation uses the soil mechanics sign convention

(compression > 0), which means that the pressure (P) as computed by the previous equation is

equal to the first invariant of the stress tensor (I1) multiplied by -1, i.e., I1=-P. In the crushing

region, unloading and reloading are non-linear with the bulk modulus varying linearly between Ke

and Klock as µ varies between Ucrush and Ulock. However, since the change in µ during a typical

unload-reload cycle in the crush zone is generally only a small percentage of the value of (Ulock -

Ucrush), the response in most cases is nearly linear.

The linear elastic locking region in the model is defined by a locking bulk modulus (Klock) and occurs for

volume strains above the locking value for volumetric strain (Ulock). Unloading and reloading in the

locking region are purely linear elastic and also follow the locking bulk modulus (Klock). 

The tensile hydrostatic behavior of the model is always defined by linear elastic behavior and

follows a bulk modulus that is between the elastic bulk modulus (Ke) and the locking bulk modulus

(Klock), depending on the level of permanent volumetric crushing. For example, the tensile

hydrostatic behavior follows the elastic bulk modulus (Ke) for any material in which volume strains

have not exceeded the initial crushing volume strain value (Ucrush). However, if the material has
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exceeded Ucrush, the tensile hydrostatic behavior follows an elastic bulk modulus that is greater than

or equal to Ke and less than or equal to Klock. Since the change in µ during a typical unload-reload

cycle in the tensile zone is generally only a small percentage of the value of (Ulock - Ucrush), the

response in most cases is nearly linear. 

Next, we will describe the shear behavior of the model, which includes material yielding plastic

flow and damage. Notice that an engineering mechanics sign convention has been used, hence the

mean normal stress (pressure) values less than zero denote compression. The compression yield

surface is represented by the following two equations, depending on whether the hydrostatic

component of the stress state is in compression or tension. 

For stress states where the first invariant of the stress tensor (I1) is less than or equal to zero

(indicative of compression), the failure surface is expressed as

 (2)

where C1, C2, C3, C4, and An are constants that are greater than or equal to zero, D is a damage

parameter that varies between 0 and 1, and  is an effective deviatoric strain rate that is

normalized to a reference rate that is provided as input. It should also be noted that the values of C1

and C2 must satisfy the constraint C1 ≥ C2. 

For stress states where the first invariant of the stress tensor (I1) is greater than zero (indicative of

tension), the failure surface is expressed as

(3)

where Tmax is the maximum allowable tensile pressure, and the value of Sy is restricted to values that

are greater than or equal to zero.

The third-invariant dependence of the failure surface is computed using the Lode angle (Chen and

Han 1988). For example, a discrete extension failure surface value is computed by first computing

the value of the compression failure surface at the stress state of interest, and then multiplying the

compression failure surface value by a factor that is a function of the third invariant of the

deviatoric stress tensor. Specifically, the Lode angle is computed, and then the value of the

aforementioned factor is computed by evaluating either the William-Warnke Lode function or the

Gudehus Lode function (Fossum and Brannon 2006).

As stated previously, our constitutive model also accounts for material damage that develops

during the course of stress/strain loading histories. This material damage effectively provides a

reduced failure surface due to excessive plastic shear strain as well as excessive hydrostatic

crushing. The value of material damage is quantified using a scalar damage parameter (D) that is

computed by evaluating the following damage equation. 

 (4)

where D1 is an input parameter that is greater than zero, values of the expression (-I1D1) are

restricted to values greater than 0.01, ∆εp is an increment in the effective deviatoric plastic strain,

∆µp is an increment of volumetric plastic strain, and Ulock is the locking volumetric strain value

previously described. Notice that the material damage parameter (D) is included in calculation of

the failure surface as shown above in Eq. (2) and Eq. (3).
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2.2. Model fitting

The automatic fitting program used to fit the AFC model is described in this section. Although

genetic algorithms have been successfully used in a wide range of engineering optimization

problems (e.g., Parichatprecha and Nimityongskul 2009), the developers of the VPL code have

opted to use Continuous Evolutionary Algorithms (Furukawa, Sugata, Yoshimura, and Hoffman

2002) (CEA) in conjunction with the Levenberg-Marquardt Algorithm (Marquardt 1963) (LMA) to

evaluate the parameter values used in the material model of interest. These algorithms are used to

minimize the weighted sum of the squared residuals merit function given by

 (5)

where σ represents the stress values measured in material property experiments,  represent the

stress values predicted by the material model, which are a function of the strain (ε) and the vector

of material model parameter values ( ), and w is a weighting factor.

In CEA, a trial solution is a vector representation of the parameter set ( ). The algorithm employed in

this work selects a number (m) of initial trial solutions where the parameter values in each of the m vectors

are selected at random. The following operations are then completed in a loop that is only terminated when

a convergence criterion is satisfied, i.e., the merit function has reached an acceptably small value.

The operations performed each time through the loop (in each generation), in the order of

calculation, are: (1) evaluate the merit function (Φ) for each of the m trial solutions (individuals),

(2) identify and save the solution that provided the smallest value of the merit function for use in

the next generation (the most fit individual), (3) use the method of steepest descent, starting at the

best solution (the elite individual identified in the previous operation) to determine a new trial

solution that will replace the worst solution (least fit individual), and (4) recombine the current trial

solutions to obtain the additional (m-1) trial solutions required, where the probability of a vector’s

participation in the recombination (mating) process depends on its’ merit function value (fitness). It

is clearly seen by the vocabulary used in the description of CEA algorithms that they are inspired

by biological evolution processes.

The recombination (mating) algorithm used in the current work is represented by the following equations.

 (6)

where α is a scalar value that is defined by a normal distribution with a mean of 0 and a specified standard

deviation, and the parents (  and ) are selected at random from the mating pool. Since the probability

of a solution (individual) being selected to participate in the mating process depends on the value of its

merit function (level of fitness), this search algorithm moves toward a solution that minimizes the merit

function and provides a best fit to the material property data used in the merit function.

2.3. Model response

We fit our constitutive material model using the available laboratory material property data for

two different conventional strength concrete materials, which we shall call materials WES5000 and
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CSPC. These fits were generated using the automatic fitting program described above in conjunction with

a finite element driver program that can simulate the appropriate loading and strain conditions (i.e.,

boundary conditions) from results of the laboratory material property testing. Specifically, we used

quasi-static hydrostatic compression, unconfined compression, uniaxial strain compression, triaxial

compression, and direct-pull laboratory material property data to generate our material model

constants. It should be noted that we did not have any rate dependent data and thus could not fit the

failure surface rate parameter using the automatic fitting code. Instead, this parameter was fit using

numerical simulations in conjunction with the projectile penetration experiments described below.

The automatically generated fit to concrete material WES5000 is shown in Figs 2-4. These figures

employ the soil mechanics sign convention where compression is positive. As shown in Fig. 2, the

model is able to differentiate between the extension and compression failure surfaces due to the

inclusion of the third invariant. The failure surface data is used by the automatic fitting code to

determine the material model parameters that define the shape of the failure surface. The parameters

that define the pressure-volume behavior of the model were determined by automatically fitting the

uniaxial strain data shown in Fig. 3. The fitting code determined the damage parameter by matching

the softening behavior observed in various triaxial compression tests, e.g. Fig. 4.

The automatically generated fit to concrete material CSPC is shown in Figs 5-7. These figures

also employ the soil mechanics sign convention where compression is positive. As shown in Fig. 5,

the model is able to differentiate between the extension and compression failure surfaces due to the

inclusion of the third invariant. The failure surface data is used by the automatic fitting code to

Fig. 2 AFC failure surface fit to WES5000 concrete data
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Fig. 3 AFC model fit to WES5000 uniaxial strain test data

Fig. 4 AFC model fit to WES5000 triaxial compression data
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Fig. 5 AFC failure surface fit to CSPC concrete data

Fig. 6 AFC model fit to CSPC uniaxial strain test data
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determine the material model parameters that define the shape of the failure surface. The parameters

that define the pressure-volume behavior of the model were determined by automatically fitting the

uniaxial strain data shown in Fig. 6. Finally, the fitting code determined the damage parameter by

matching the softening behavior observed in various triaxial compression tests, e.g., Fig. 7.

 

2.4. Model implementation and testing 

We implemented the constitutive material model described above into the EPIC hydrocode. The

implementation was relatively straight forward, and we will not discuss this in any more detail. In

order to test the response of this material model, we performed numerical simulations of various

penetration experiments conducted at ERDC. These simulations included both projectile perforation

as well as deep penetration. We discuss the results from these simulations along with corresponding

comparisons to the experimental data below.

3. Perforation simulations

3.1. Perforation experiments 

We based our calculations on a series of perforation experiments conducted at ERDC (Cargile 1999).

The experiments were conducted with a 2.3-kg ogival nose projectile (CRH=3.0, L/D=7.0, and D=50.8

mm) launched into three unreinforced concrete slabs with thicknesses of 127, 216, and 254 mm. Each

of the slabs was constructed in a steel culvert with a nominal diameter of 1.52 m, providing a near

infinite width for these perforation events (i.e., a target width to projectile diameter ratio of 30). All the

Fig. 7 AFC model fit to CSPC triaxial compression data
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experiments were conducted under “near” normal impact conditions, i.e., angle-of-obliquity and angle-

of-attack were less than 1 degree, with an impact velocity of approximately 310 m/sec. The slabs were

constructed from the WES5000 concrete material. The experiments were designed to challenge the

numerical simulations by providing three distinctly different target responses (i.e., a relatively thin slab

providing little resistance, a typical slab providing nominal resistance, and finally a relatively thick slab

approaching the perforation limit thickness of the projectile). Thereby, these experiments provide a good

baseline for comparison with the impact and exit phase of projectile penetration (Cargile 1999), which is

typically characterized by low confinement stress states under compression, extension, and/or tension for

the target material. All the experiments resulted in complete perforation of the concrete slabs. Fig. 8

shows representative results from these perforation experiments. Shown are typical projectile exit

velocities and the posttest concrete damage in terms of the final impact and exit crater profiles. 

3.2. 2D Perforation simulations

We conducted 2D axi-symmetric EPIC simulations of the perforation experiments discussed above

and illustrated in Fig. 8. Our finite element models were developed to focus on the target responses.

Therefore, we used a fairly low fidelity input for the projectile (617 elements) and a high fidelity

input for each of the target slabs, i.e., 4919, 8379, and 10001 elements for the 127-, 216-, and 254-

mm slabs, respectively. It should be noted that our finite element models use linear triangular

elements. We used the experimentally determined projectile exit velocities and the final crater

profiles from Fig. 8 as the metrics to evaluate our simulations. 

Fig. 9 shows a snapshot at 10 msec from the 127-mm-slab EPIC simulations. The crater shape observed in

the relevant experiment is superimposed on the target shown in Fig. 9. The predicted exit velocity is in very

close agreement to the value recorded in the experiment (see Fig. 8), and the crater shape is reasonable.

Fig. 10 shows a snapshot at 10 msec from the 216-mm-slab EPIC simulations. The crater shape

observed in the relevant experiment is superimposed on the target shown in Fig. 10. The predicted

exit velocity is in good agreement with the value recorded in the experiment (see Fig. 8), and the

Fig. 8 Representative results from various perforation experiment (Cargile 1999). Shown are the impact (Vi)
and exit (Ve) velocities as well as the final crater shapes
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crater shape is also in close agreement with the experimental data. 

Fig. 11 shows a snapshot at 15 msec from the 254-mm slab EPIC simulations. The crater shape

observed in the relevant experiment is superimposed on the target shown in Fig. 11. Since the target

used in this example is close to the perforation limit thickness, this is a very challenging problem.

However, in spite of that fact, the predicted exit velocity is reasonable, and the impact crater shape

is in excellent agreement with the data. The predicted shape of the exit crater is reasonable, but it is

much smaller than the exit crater observed in the experiment.

4. Penetration simulations

4.1. Penetration experiments 

We based these calculations on a series of penetration experiments also conducted at ERDC

Fig. 9 EPIC penetration simulation using the AFC model-127-mm-thick concrete target

Fig. 10 EPIC penetration simulation using the AFC model-216-mm-thick concrete target
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(Cargile 1999). The experiments were conducted with a 0.9-kg ogival nose projectile (CRH=2.0, L/

D=9.0, and D=26.9 mm) launched into a 1.22-m-diameter target with a depth of 1.83 m. These

targets were designed to be nearly a half space providing a relatively large depth and width (i.e., the

target width to diameter ratio was 45, and the target depth to projectile diameter ratio was 68). The

targets were unreinforced and constructed in a steel culvert with the CSPC concrete material. All

the experiments were conducted under “near” normal impact conditions, i.e., angle-of-obliquity and

angle-of-attack were less than 1 degree. The impact velocities were varied from 277 to 800 m/sec.

The experiments were designed to allow for near rigid-body penetration events (i.e., a robust thick-

walled projectile). The data recorded from these experiments was the depth of penetration versus

impact velocity. None of the experiments resulted in the projectile penetrating more than half the

target depth. Thereby, these experiments provide a good baseline for comparison with the tunneling

phase of projectile penetration (Cargile 1999), which is typically characterized by high confinement

stress states under compression for the target material.

4.2. 2D Penetration simulations 

We conducted 2D axi-symmetric EPIC simulations of the penetration experiments discussed above.

Our finite element models were developed to focus on the target responses, and therefore, we used a

fairly low fidelity for the projectile (264 elements) and a higher fidelity for the target slab (14960

elements). It should be noted that our finite element models use linear triangular elements. We used

the experimentally determined projectile penetration depth as the metric to evaluate our simulations. 

Fig. 12(a) shows a snapshot at 1.2 msec from the 300-m/sec EPIC simulation, and Fig. 12(b) shows a

snapshot at 2 msec from the 800-m/sec EPIC simulation. As shown in Fig. 12, these are deep penetration

simulations where the projectile spends the majority of the event in a tunneling mode.

Fig. 13 is a comparison of the penetration depth versus velocity for the EPIC simulations and the

experimental data. The depth of penetration predictions are in close agreement with the experiments

for the two lower velocity simulations. However, when the impact velocity approaches 800 m/s, the

fidelity of the predictions appears to decrease.

Fig. 11 EPIC penetration simulation using the AFC model-254-mm-thick concrete target
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5. CSPC penetration resistance equation

The VPL software package includes a one-dimensional finite element code that is used to solve

cavity expansion simulations, and a rigid-body trajectory code that uses PR equations to model the

target material. The process used to develop PR equations is briefly discussed below. A more

comprehensive discussion of this topic is available in the paper by Adley et al. (2007).

The methodology employed in VPL to develop PR equations involves using the finite element

Fig. 12 EPIC penetration simulations using the AFC model for impact velocities of (a) 300 m/s, and (b) 800 m/s

Fig. 13 EPIC penetration simulation results using the AFC model versus experimental data from ballistic
experiments (Cargile 1999)
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method to solve the equations governing the dynamic expansion of a spherical cavity in a target

material. The first step in the process involves the solution of a series of cavity expansion problems

where each problem is defined as the opening of a spherical cavity at a constant expansion velocity.

Each cavity expansion solution is run until the radial (normal to cavity wall) stress approaches a

constant value. Each of those solutions represents a point in radial stress versus radial velocity space.

The second step in the process involves the determination of the quadratic equation that best fits

the aforementioned data points in a least squares sense. This equation represents the resistance of

the target to the opening of a cavity as a function of the cavity expansion velocity.

The third step requires the transformation of the cavity expansion resistance equation to a

penetration resistance equation. This is accomplished by replacing the radial cavity expansion

velocity with the component of the projectile’s velocity that is normal to the surface of the projectile

at the point under consideration, e.g., the center of an element face that is located in the outer

surface of the finite element mesh of the projectile. The resisting stress predicted by the transformed

equation is then interpreted as the normal stress that is acting on the surface of the projectile at the

point under consideration, i.e., the penetration resistance of the target.

The completion of the aforementioned three tasks results in the development of the penetration

resistance equation. The equation can then be implemented in a rigid-body trajectory code to study

the loading history predicted by the penetration resistance equation and the fidelity of the penetration

trajectory predictions. Assuming the results of that validation process produce encouraging results, the

equation can then be implemented in a finite element code to study the structural response of

projectiles subjected to impact and penetration events.

The AFC concrete model and the fit for CSPC concrete discussed previously is used in

conjunction with the cavity expansion code to develop a PR equation for CSPC concrete. The PR

equation is shown in Fig. 14 along with the numerical data points that represent the cavity

expansion solutions. The PR equation shown in Fig. 14 is used in the VPL trajectory code to

Fig. 14 The CSPC PR equation developed in the VPL code
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simulate the deep penetration experiments discussed in the previous section, i.e., the PR equation is

used to model the target. A comparison between the VPL predictions and the experimental data is

shown in Fig. 15. As shown in Fig. 15, the fidelity of the predictions rivals the fidelity of the full

finite element simulations presented in the previous section, even though the VPL simulations

require only a small fraction of the computer time.

6. Conclusions

This paper presented a new three-invariant constitutive model for concrete called the AFC model.

The automatic fitting algorithms used to determine the model parameters were discussed and used

to determine AFC model fits to two concrete materials. The AFC model was used in a finite

element code to conduct numerical simulations of perforation and penetration experiments in order

to validate the new model. The validated model was used in the VPL code to develop a PR

equation for the CSPC concrete. Finally, the PR equation was used in a rigid-body trajectory code

to create a fast-running penetration model.

The numerical simulations conducted using the AFC model provided predictions of penetration

depths, perforation velocities, and crater shapes comparable to those from full finite element

simulations. These initial results indicate that the AFC model shows significant promise for being a

useful constitutive model for use in simulations involving concrete and geologic materials.

Fig. 15 Trajectory code predictions (solid line) conducted using the CSPC PR equation and compared to
experimental data (Cargile 1999)
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